Abstract

A new efficient method for identification of the damping matrix of general linear dynamic systems is proposed. For a given frequency band, the proposed method estimates the equivalent reduced-order damping matrix of a general linear dynamical system, with the mass and stiffness matrices known a priori. Proper orthogonal decomposition (POD) method is used to represent an optimal reduced order model in the frequency range of interest. To mitigate the ill-conditioned nature of this inverse problem, Tikhonov regularisation is applied. The proposed methodology circumvents, or at least alleviates, the difficulties encountered in applying conventional modal analysis techniques in the high and mid frequency range.
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1 Introduction

System identification plays a crucial role in the validation of numerical models. In the context of damped multiple-degree-of-freedom linear dynamical systems, the process of system identification involves identification of the mass, damping and stiffness matrices. In spite of extensive research, the knowledge regarding damping forces is least developed compared to the other forces acting on a structure. There are two basic reasons for this. Firstly, from theoretical point of view, it is not in general clear which state variables are relevant to determine the damping forces. This fact makes it difficult to choose on what mathematical form of damping model should be used at the first place, let alone how to identify its parameters from experimental measurements. Secondly, from experimental point of view, unlike the mass and stiffness properties,
the damping properties can be identified only by a dynamic testing. Traditionally this has been achieved using the experimental modal analysis [1, 2, 3].

The most common method to model damping in multiple-degree-of-freedom linear systems is to assume the so called viscous damping. Many researches have proposed methods to identify viscous damping matrix from experimental measurements (see Pilkey and Inman [4] for a survey). These methods can be divided into two broad categories [5]: (a) damping identification from modal testing and analysis [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18], and (b) direct damping identification from the forced response measurements in the frequency or time domain [5, 19, 20, 21, 22, 23, 24, 25]. The modal method entails estimating the modal parameters, such as natural frequencies, damping ratio and mode shapes, from the measured transfer functions, and consequently the damping matrix are reconstructed from the estimated modal parameters. Direct methods on the other hand bypass the modal parameter extraction step and fits the damping matrix to the measured response.

Each of the above methods have their own advantages and disadvantages. The common issues regarding the identification of the system matrices using conventional modal analysis are (a) the accuracy of the identified modal parameters, and consequently the system matrices, relies on the number of distinct ‘peaks’ in the measured frequency response functions (FRFs), and (b) if the damping is non-proportional, the identification of complex modes poses a serious challenge [26, 27]. The first problem is inherent to conventional modal analysis. If the peaks in the measured FRFs are not distinct or are closely spaced, the modal parameter extraction procedure is difficult to apply [1]. As a consequence, the identified system matrices using the extracted modal parameters become erroneous. It is therefore difficult to extend the modal identification procedure in the mid-frequency range, or for periodic systems (such as bladed disks in turbomachineries) inherently containing closely spaced modes. The second problem arises for systems with high damping materials such as a panel with viscoelastic damping. In this paper a new approach using proper orthogonal decomposition is proposed which can potentially circumvent, or at least alleviate, these difficulties.

The POD method, also known as Principle Component Analysis (PCA), entails the extraction of the dominant eigen-subspace of the response correlation matrix, namely proper orthogonal modes (POMs), over a given frequency band of interest. These dominant eigenvectors, or POMs, span the system response optimally on the prescribed frequency range of interest. The methodology permits the construction of an optimal and adaptive reduced-order model of the dynamical system. The POD method has been used for the model reduction of linear as well as non-linear dynamical systems, for example see [28, 29, 30]. POD has also been used for the identification of a non-linear dynamical system whereby the non-linear stiffness parameter was identified with a reduced-order model [31].

The primary objective of this investigation is the identification of the damping matrix of a general linear dynamical system in the medium frequency range, with the mass and stiffness matrices being known a priori with reasonable assumption.
To achieve this objective, the POD method is adopted as a tool for model reduction strategy to solve the inverse problem involving system identification over a frequency range of interest.

2 Outline of the Proposed Method

The system of equations describing the forced vibration of a viscously damped linear discrete system with $n$ degrees of freedom can be represented by

$$M_n \ddot{q}(t) + C_n \dot{q}(t) + K_n q(t) = f(t)$$ \hspace{1cm} (1)

where $M_n \in \mathbb{R}^{n \times n}$ is the mass matrix, $C_n \in \mathbb{R}^{n \times n}$ is the damping matrix, $K_n \in \mathbb{R}^{n \times n}$ is the stiffness matrix, $q(t) \in \mathbb{R}^n$ is the displacement vector, and $f(t) \in \mathbb{R}^n$ is the forcing vector at time $t$. With the knowledge of $M_n$ and $K_n$, our aim is to identify $C_n$ from the measured dynamic response.

2.1 Reduced Order Modelling using Proper Orthogonal Decomposition

The dynamic response due to external excitations are normally recorded by piezoelectric accelerometers and these analogue signals are then converted to digital signals using an analogue to digital converter card (ADC). The response vector $q(t)$ due to this forcing is normally stored in the discrete time format so that

$$q_d(j) = q(j \Delta t), \ j = 1, 2, 3, \ldots, J$$ \hspace{1cm} (2)

where $\Delta t$ is the uniform time step used in data acquisition card and $J$ is the number of steps used in the measurement. We can form the matrix

$$\hat{Q} = [q_d(1), q_d(2), \ldots, q_d(J)] \in \mathbb{R}^{n \times J}$$ \hspace{1cm} (3)

In the continuous time domain, we obtain the correlation matrix, $C_{qq} \in \mathbb{R}^{n \times n}$, to be used in the proper orthogonal decomposition method, as

$$C_{qq} = \langle q(t)q(t)^T \rangle$$ \hspace{1cm} (4)

where $\langle \cdot \rangle$ is the time averaging operator. In the discrete time domain, equation (4) becomes

$$C_{qq} = \frac{1}{J} \hat{Q} \hat{Q}^T$$ \hspace{1cm} (5)

The above matrix is symmetric and positive definite. The correlation matrix can also be expressed in the continuous frequency domain [32] by

$$C_{qq} = \int_B \Re \{H^\dagger(\omega)H(\omega)\} \ d\omega$$ \hspace{1cm} (6)
where $H(\omega)$ is the system transfer matrix, $(\cdot)^\dagger$ is the complex conjugate transpose (Hermitian) operator, and $B$ is the frequency bandwidth of interest. In equation (6), it is implied that the forcing used to excite the system is an incoherent band-limited stationary vector white noise of unit strength. In the discrete frequency domain, the correlation matrix can be obtained using

$$C_{qq} = \frac{1}{J} \sum_{i=1}^{J} \Re \{ H^\dagger(\omega_i)H(\omega_i) \} \tag{7}$$

where $\omega_1, \omega_2, \ldots , \omega_J \in B$ are the discrete frequencies at which $H(\omega)$ is evaluated.

Using the spectral decomposition of $C_{qq}$ one obtains

$$C_{qq} = \sum_{i=1}^{n} \lambda_i v_i v_i^T \tag{8}$$

where $v_i \in \mathbb{R}^n$ are the eigenvectors of $C_{qq}$, and $\lambda_i$ are the corresponding eigenvalues, arranged such that $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$. Due to the symmetry and positive definiteness of $C_{qq}$, all eigenvalues are positive and the set of eigenvectors forms an orthonormal basis. For the POD method, it turns out that the first few modes are the most important, i.e. $C_{qq}$ can be approximated by

$$C_{qq} \approx \sum_{i=1}^{m} \lambda_i v_i v_i^T \tag{9}$$

where $m$ is the number of dominant POD modes. The optimal dimension, $m$, of the reduced-order system is determined such that

$$\frac{\sum_{i=1}^{m} \lambda_i}{\sum_{i=1}^{n} \lambda_i} \geq 99.5\% \tag{10}$$

assuming that POD is required to capture 99.5% of the energy of the response signal. In general, $m$ is much smaller than $n$ for a narrow frequency band.

For convenience we define the transformation matrix as

$$U = [v_1, v_2, \ldots , v_m] \in \mathbb{R}^{n \times m} \tag{11}$$

Using this, it is possible to transform the $n$-dimensional displacement vector $q(t)$ and the forcing vector $f(t)$ into a much reduced dimension as

$$q_m(t) = U^T q(t) \in \mathbb{R}^m \tag{12}$$

and

$$f_m(t) = U^T f(t) \in \mathbb{R}^m \tag{13}$$

Consequently, the original equilibrium equation (1) reduces to

$$M_m \ddot{q}_m(t) + C_m \dot{q}_m(t) + K_m q_m(t) = f_m(t) \tag{14}$$
The above system of equations is overdetermined in the case where $x \in \mathbb{R}^{m \times m}$, $C_m = U^T C U \in \mathbb{R}^{m \times m}$, and $K_m = U^T K U \in \mathbb{R}^{m \times m}$.

Transforming equation (14) into the frequency domain one has

$$[-\omega^2 M_m + i \omega C_m + K_m] \mathbf{Q}_m(\omega) = \mathbf{F}_m(\omega)$$

Equation (18) is the reduced order model to be used for system identification. Recall that $\mathbf{Q}_m(\omega)$ and $\mathbf{F}_m(\omega)$ are known from the original measurements. Furthermore, knowledge of the original mass and stiffness matrices, $M_n$ and $K_n$, allows us to compute $M_m$ and $K_m$ using (15) and (17), respectively. Thus $C_m$ is the only unknown in (18). The advantage of using equation (18) is that the number of unknowns are now greatly reduced compared to the original system; $C_m$ has $m(m+1)/2$ number of unknowns, which is much smaller compared to $n(n+1)/2$ of unknowns present in $C_n$.

### 2.2 Reduced Order System Identification

With the aid of Kronecker Algebra [33], equation (18) can be rewritten as

$$[i \omega \mathbf{Q}_m(\omega)^T \otimes \mathbf{I}_m] \text{vec}(\mathbf{C}_m) = \mathbf{F}_m(\omega) + \omega^2 M_m \mathbf{Q}_m(\omega) - K_m \mathbf{Q}_m(\omega)$$

Equation (19) has only one unknown, namely the reduced order damping matrix, $\mathbf{C}_m$. Having measured the system’s response vector at $J$ different frequencies in the frequency band of interest, we can rewrite the generalised form of equation (19) as

$$\begin{bmatrix}
i \omega_1 \mathbf{Q}_m(\omega_1)^T \otimes \mathbf{I}_m \\
i \omega_2 \mathbf{Q}_m(\omega_2)^T \otimes \mathbf{I}_m \\
\vdots \\
i \omega_J \mathbf{Q}_m(\omega_J)^T \otimes \mathbf{I}_m \\
\end{bmatrix} \text{vec}(\mathbf{C}_m) = \begin{bmatrix}
\mathbf{F}_m(\omega_1) + \omega_1^2 M_m \mathbf{Q}_m(\omega_1) - K_m \mathbf{Q}_m(\omega_1) \\
\mathbf{F}_m(\omega_2) + \omega_2^2 M_m \mathbf{Q}_m(\omega_2) - K_m \mathbf{Q}_m(\omega_2) \\
\vdots \\
\mathbf{F}_m(\omega_J) + \omega_J^2 M_m \mathbf{Q}_m(\omega_J) - K_m \mathbf{Q}_m(\omega_J) \\
\end{bmatrix}.$$ (20)

Equation (20) can be written as

$$\mathbf{Ax} = \mathbf{y}$$ (21)

where $\mathbf{x} \in \mathbb{R}^{m^2}$ is equal to $\text{vec}(\mathbf{C}_m)$, $\mathbf{A} \in \mathbb{C}^{mJ \times m^2}$ is equal to the matrix on the left side of equation (20), and $\mathbf{y} \in \mathbb{C}^{mJ}$ is the vector on the right side of equation (20). The above system of equations is overdetermined in the case where $J > m$. The vectorised equivalent of the reduced order damping matrix, $\mathbf{x}$, and consequently the reduced order damping matrix itself, $\mathbf{C}_m$, can be solved in the least-square sense using the least-square inverse of the matrix $\mathbf{A}$, as follows

$$\mathbf{x} = [\mathbf{A}^T \mathbf{A}]^{-1} \mathbf{A}^T \mathbf{y}.$$ (22)
2.3 Regularisation

In equation (21), the estimated vector \( \tilde{x} \) is good provided that it gives rise to \( A\tilde{x} \) that is close to \( y \). We proposed, in the last section, to solve for \( x \) in the least square sense. In the case of matrix \( A \) having rank less than \( m^2 \), there exist zero singular value(s) of \( A \). The solution vector \( x \), in that case, will have two components. One component lies in the subspace spanned by the singular vectors of \( A \) with nonzero singular values. The other non-zero component exists in the subspace spanned by the singular vectors with zero singular values. Only the first component can be reasonably estimated from the data set \( y \).

In order to estimate the component of \( x \) that lies in the null-space of \( A \), we need to exploit some prior information concerning the system. For example, we can decide to choose the solution that gives rise to an estimated damping matrix that is most symmetric, if we know beforehand that the damping matrix is symmetric. Mathematically, this problem can be posed as a constrained optimisation problem.

Consider the reduced order damping matrix \( C_m = [c_{ij}] \) having the scalar \( c_{ij} \) in the \( i \)th row and \( j \)th column. Let \( e_i \) be a column vector of order \( m \) with a unit in the \( i \)th position and zeros elsewhere. Similarly, \( e_i^T \) is the row vector of order \( m \) with a unit in the \( i \)th position and zeros elsewhere. Then \( e_i \otimes e_j^T \) is an \( m \times m \) matrix with a unit in the \( ij \)th position and zeros elsewhere. We can thus rewrite the reduced order damping matrix as

\[
C_m = \sum_{j=1}^{m} \sum_{i=1}^{m} c_{ij} (e_i \otimes e_j^T) \quad (23)
\]

The transpose of the damping matrix is thus equivalent to

\[
C_m^T = \sum_{j=1}^{m} \sum_{i=1}^{m} c_{ij} (e_j \otimes e_i^T) \quad (24)
\]

Applying the \( \text{vec} (\cdot) \) operator on (24), we obtain

\[
\text{vec} \left( C_m^T \right) = \text{vec} \left( \sum_{j=1}^{m} \sum_{i=1}^{m} c_{ij} (e_j \otimes e_i^T) \right) \quad (25)
\]

which is equivalent to

\[
\text{vec} \left( C_m^T \right) = \sum_{j=1}^{m} \sum_{i=1}^{m} c_{ij} \text{vec} \left( e_j \otimes e_i^T \right) \quad (26)
\]

Equation (26) can be rewritten as

\[
\text{vec} \left( C_m^T \right) = \sum_{j=1}^{m} \sum_{i=1}^{m} c_{ij} (e_j \otimes e_i) \quad (27)
\]
and simplified to

\[ \text{vec} \left( C^T_m \right) = \sum_{j=1}^{m} \sum_{i=1}^{m} c_{ij} p_{ij} \]  

(28)

where each \( p_{ij} = (e_j \otimes e_i) \) term is a column vector of order \( m^2 \).

In product form, \( \text{vec} \left( C^T_m \right) \) can be rewritten as

\[ \text{vec} \left( C^T_m \right) = \begin{bmatrix} c_{11} \\ c_{21} \\ \vdots \\ c_{m1} \\ \vdots \\ c_{1m} \\ c_{2m} \\ \vdots \\ c_{mm} \end{bmatrix} \]  

(29)

In equation (29), the vector containing the damping matrix elements is just simply \( \text{vec} \left( C_m \right) \). Therefore, \( \text{vec} \left( C^T_m \right) \) can be written in terms of \( \text{vec} \left( C_m \right) \) as

\[ \text{vec} \left( C^T_m \right) = \mathbf{P} \text{vec} \left( C_m \right) \]  

(30)

The transformation operator \( \mathbf{P} \) has multiple nomenclature, such as the vec-permutation matrix [34], the commutation matrix [35], or the tensor commutator [36], having the form

\[ \mathbf{P} = \begin{bmatrix} p_{11}, p_{21}, \cdots, p_{m1}, p_{12}, p_{22}, \cdots, p_{m2}, \cdots, p_{1m}, p_{2m}, \cdots, p_{mm} \end{bmatrix}. \]  

(31)

To satisfy symmetry, we need to have

\[ C_m = C^T_m \]  

(32)

Combining the terms in (32) on one side, and applying the \( \text{vec}() \) operator, we obtain

\[ \text{vec} \left( C_m \right) - \text{vec} \left( C^T_m \right) = \text{vec} \left( \mathbf{0}_{m \times m} \right) \]  

(33)

where \( \mathbf{0}_{m \times m} \) is a matrix of order \( m \times m \) whose elements are all zero. Thus, after applying identity (30) to (33), the symmetry constraint on the reduced order damping matrix can be restated as

\[ \left[ \mathbf{I}_{m \times m} - \mathbf{P} \right] \text{vec} \left( C_m \right) = \mathbf{0}_{m^2} \]  

(34)

where \( \mathbf{I}_{m \times m} \) is the identity matrix of order \( m \) and \( \mathbf{0}_{m^2} \) is a column vector of order \( m^2 \) whose elements are zero. The symmetry constraint (34) can be rewritten as

\[ \mathbf{L} \mathbf{x} = \mathbf{0} \]  

(35)
where \( \mathbf{L} = \mathbf{I}_{m \times m} - \mathbf{P} \) and \( \mathbf{x} = \text{vec} \left( \mathbf{C}_m \right) \). Combining equations (21) and (35), we obtain the following overall system of equations to be solved

\[
\begin{bmatrix}
\mathbf{A} \\
\lambda \mathbf{L}
\end{bmatrix}
\mathbf{x} = \begin{bmatrix}
\mathbf{y} \\
\mathbf{0}
\end{bmatrix}.
\]  

(36)

whose solution, in the least square sense, is

\[
\mathbf{x} = \begin{bmatrix}
\begin{bmatrix}
\mathbf{A} \\
\lambda \mathbf{L}
\end{bmatrix}^T \\
\begin{bmatrix}
\mathbf{A} \\
\lambda \mathbf{L}
\end{bmatrix}
\end{bmatrix}^{-1}
\begin{bmatrix}
\begin{bmatrix}
\mathbf{A} \\
\lambda \mathbf{L}
\end{bmatrix}^T \mathbf{y} \\
\mathbf{0}
\end{bmatrix}
= \left[ \mathbf{A}^T \mathbf{A} + \lambda^2 \mathbf{L}^T \mathbf{L} \right]^{-1} \mathbf{A}^T \mathbf{y}
\]  

(37)

The above formulation leads to a family of solutions parametrised by the weighing factor \( \lambda \), popularly known as the regularisation parameter [37]. If the regularisation parameter is very large, the constraint involving the observed data \( \mathbf{y} \) weakly influences the solution \( \mathbf{x} \) and the constraint enforcing the symmetry condition predominates in the solution of \( \mathbf{x} \). On the other hand, if \( \lambda \) is chosen to be small, the symmetry constraint is less satisfied and the solutions depends more heavily on the observed data. Of course, if \( \lambda \) is set to zero, the problem reverts back to solving equation (21), posed as an unconstrained optimisation problem. Thus, the value for \( \lambda \) is chosen depending on how strongly one would like to enforce the symmetry constraint. This regularisation method is generally known as Tikhonov Regularisation [37].

### 3 Numerical Validation

A proportionally damped linear array of mass-spring oscillators is considered to illustrate the application of the proposed system identification method. The system, together with the numerical values assumed for different parameters, is shown in Figure 1. The mass matrix of the system has the form

\[
\mathbf{M}_n = \begin{bmatrix}
m_1 \mathbf{I}_{n/2} & \mathbf{0}_{n/2} \\
\mathbf{0}_{n/2} & m_2 \mathbf{I}_{n/2}
\end{bmatrix}
\]  

(38)

Figure 1: Linear array of mass-spring oscillators.
where $I_{n/2}$ is the $n/2 \times n/2$ identity matrix and $0_{n/2}$ is the $n/2 \times n/2$ null matrix. $n$, $m_1$, and $m_2$ were chosen to be 200 DOFs, 0.1kg, and 1kg respectively. The stiffness matrix of the system is given by

$$K_n = k_u \begin{bmatrix} 2 & -1 & \cdots & -1 \\ -1 & 2 & \cdots & -1 \\ \vdots & \vdots & \ddots & \vdots \\ -1 & 2 & \cdots & -1 \end{bmatrix},$$

(39)

with $k_u = 3.95 \times 10^5$ N/m.

The system is assumed to have Rayleigh damping, that is the damping matrix is given by $C_n = \alpha_0 M_n + \alpha_1 K_n$, where $\alpha_0 = 0.946$ and $\alpha_1 = 6.69 \times 10^{-5}$. For a preliminary illustration, we considered the computer-simulated FRFs of this system as if they were experimentally measured. A typical FRF of the system is shown in Figure 2. In the same figure, the frequency range considered for the construction of

![Figure 2: A typical FRF of the original system and the frequency band of interest.](image)

the POD is also shown. Using only the selected frequency range of the ‘measured’ FRFs, the correlation matrix is constructed and the POD eigensolutions are extracted. Normalised eigenvalues of the correlation matrix, that is $\lambda/\lambda_{\text{max}}$ are shown in Figure 3. It is clear that the first few eigenvalues are significantly large compared to rest
of the eigenvalues. This justifies the approximation in equation (9). A typical FRF of the reconstructed system is compared with the original FRF in Figure 4. With only 22 POD modes, the reconstructed FRF matched reasonably well with the original FRF. The symmetry constraint was applied in the identification process, with the value for the regularisation parameter, $\lambda$, being 100. There are a number of factors that influence the reconstructed FRFs, for example (a) number of POD modes to retain, (b) level of damping, (c) the size and position of frequency window for the construction of POD. These issues will be investigated in the future work.

Furthermore, we have demonstrated the power of the proposed method assuming that our data is not contaminated by noise. In the low frequency range, the signal-to-noise ratio (SNR) is sufficiently high that our assumption is reasonable. However, in the mid-frequency range, and especially in the high-frequency range, the SNR decreases significantly that the assumption no longer holds. The presence of noise obviously affects the confidence level of the estimated parameters. Thus, in the future work, there is a need to apply noise sensitivity analysis to our proposed methodology in the mid-frequency range.
4 Conclusion

A new efficient method for identification of the damping matrix of general linear dynamic systems is proposed. The proposed method accurately reconstructs a reduced-order damping matrix with a POD-based reduced order model identification method. A novel mathematical framework is presented which exploits Kronecker Algebra. Prior information, such as symmetry of the damping matrix, is introduced as Tikhonov regularisation in a constrained optimisation framework. The proposed method has the potential to circumvent some of the difficulties encountered in the widely used modal analysis based identification methods. Such difficulties arise in (a) mid-frequency vibration problems or (b) systems with closely spaced modes or (c) non-proportionally or visco-elastically damped systems.
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Appendix

A Background of Kronecker Algebra

A.1 Kronecker Product

Given a matrix \( A \) of order \( m \times n \) and a matrix \( B \) of order \( p \times q \) represented by

\[
A = \begin{bmatrix}
a_{11} & \cdots & a_{1n} \\
\vdots & \ddots & \vdots \\
a_{m1} & \cdots & a_{mn}
\end{bmatrix}
\]  

(40)

and

\[
B = \begin{bmatrix}
b_{11} & \cdots & b_{1q} \\
\vdots & \ddots & \vdots \\
b_{p1} & \cdots & b_{pq}
\end{bmatrix}
\]  

(41)

the Kronecker product of \( A \) and \( B \) results in a matrix of order \( mp \times nq \) given by [33]

\[
C = A \otimes B = \begin{bmatrix}
a_{11}B & \cdots & a_{1n}B \\
\vdots & \ddots & \vdots \\
a_{m1}B & \cdots & a_{mn}B
\end{bmatrix}
\]  

(42)
A.2 Vectorisation

Given a matrix $A$ of order $m \times n$ represented by

$$A = \begin{bmatrix} A_1 & A_2 & \cdots & A_n \end{bmatrix}$$

in which $A_i$ denotes the $i$th column of $A$, the vectorisation of $A$ results in a column vector of order $mn$ given by [33]

$$vec(A) = \begin{bmatrix} A_1 \\
A_2 \\
\vdots \\
A_n \end{bmatrix}.$$