POD-based model order reduction for the simulation of strong nonlinear evolutions in structures: application to damage propagation
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Abstract. In this paper, we develop a bridge between POD-based model order reduction techniques and the classical Newton-Krylov solvers to derive an efficient solution procedure for highly nonlinear problems undergoing strong topological changes.

1. Introduction

During the last decades, the simulation of failure in complex materials has been one important issue in mechanical engineering. Micro and meso-scale models have demonstrated their ability to predict complex phenomena such as crack initiation and propagation in various fields: composite materials in aeronautics [14, 17], cement-based structures [10] in civil engineering or biostructures [8] in medical engineering. However, these models usually describe the material at a very fine scale compared to the size of the structure, and the finite element discretization of the underlying partial differential equations leads to large, potentially highly nonlinear (therefore requiring a fine discretization in time), numerical problems. Various multiscale computational strategies have been developed to tackle this important issue, such as enrichment techniques [3], homogenization techniques [7, 6], multiscale domain decomposition strategies [9, 13], or model order reduction [11, 16]. The most efficient of these techniques couple several of these features [20, 12, 13, 4, 24].

Among them, Proper Orthogonal Decomposition-based (POD) [11, 16, 15] model order reduction strategies provide extremely valuable tools for an automatic derivation of a multiscale computational method (no a priori physical understanding of the different scales involved is required). They basically consist in using a set of potential solutions to the initial problem (snapshot) and extracting, by a spectral analysis a few basis vectors spanning a space of small dimension in which the solution to the initially large numerical problem is well approximated [25]. They techniques have been proved extremely efficient when speed is more important.
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that accuracy, for instance if the goal simulation is to provide an approximative response of a complex structure in real-time (a example of biomedical application is given in [19]). This type of applications is our main focus.

In the context of structural problems involving plasticity or damage, two severe drawbacks limit the direct application of this method:

- strong topological changes in the structure might occur, and the initial snapshot might be too poor to represent accurately the solution of the damaged structure. Improvements have been proposed by Ryckelynck’s team [22] where the reduced basis is enriched during the computation. When required, a Krylov subspace associated to a linearized operator of the initial problem is generated, and a few additional basis vectors are obtained by a spectral analysis of this space. However, it seems that, when dealing with complex constitutive laws, this adaptive strategy can be computationally expensive [24].

- the integration of the constitutive law needs to be done at each integration point, regardless of the dimension of the reduced space. These problems have been handled in [23] by a technique called hyperreduction, which consists in considering only a few local residuals to compute the internal forces.

On the other hand, various model order reduction strategies have also been used to derive good initializations and preconditioners for iterative algorithms for complex nonlinear problems at the fine scale [18, 21, 9, 20, 12].

We propose here a new way to couple these two approaches. Our vision is that if complex changes in the topology of the structure appear (local crack initiation for instance), they can only be accurately predicted by solving the fine scale model, at least locally. This can be done, for instance, by adding the finite element shape functions to the snapshot, or by using relocalization techniques. However, the long-range effects of these topological changes do not require the fine description, and can be obtained by solving the full system in very crudely. Hence, when the global residual exceeds a given threshold value, we propose to perform conjugate gradient (CG) iterations on the full system, orthogonally to the snapshot space by means of a classical projection (this threshold value is thus the main parameter of the proposed strategy). The new vector obtained by the CG does not belong to the initial approximation space and is added to the reduced basis. It is interpreted as an "on-the-fly" enrichment of the reduced model.

This strategy can be interpreted as a bridge between exact Newton-Krylov strategies, and the POD method for nonlinear problems. Indeed, setting the residual threshold to a low value leads to the former strategy, while setting it to a high value leads to the latter. An intermediate value yields an adaptive model order reduction method with control of the global residual.

The paper is organized as follows. In Section 2, the nonlinear system of equations resulting from the discretization of a continuum mechanics problem is derived. The solution procedure applied at each time increment is described. The basic model order reduction is introduced in Section 3, and issues concerning the reduction of damage evolution simulations by the basic POD are discussed in Section 4. In section 5, we propose the POD-Krylov projection strategy, analyse the influence of its parameters in Section 6, and eventually give some results in Section 7.

2. Problem statement and basic solution strategy

2.1. Nonlinear structural Problem

Let us consider a structure occupying a continuous Domain $\Omega$ of boundary $\partial \Omega$. This structure is subjected to prescribed displacements $U_D$ on its boundary $\partial \Omega_u$, over Time interval $[0 \ T]$. Let $u$ be the unknown displacement field, it belongs to the space $\mathcal{U}$ of kinematically admissible fields:

$$\mathcal{U} = \left\{ u \in H^1(\Omega) / u|_{\partial \Omega_u} = U_D \right\}$$

(1)
Let $U_0$ be the associated vector space. Prescribed tractions $F_D$ are applied on the complementary boundary $\partial \Omega_f = \partial \Omega \setminus \partial \Omega_u$. Under the assumptions of quasi-static evolution of the structure and small perturbations, the weak form of the equilibrium reads, at any time $t \in [0 \, T]$:

$$\forall u^* \in U_0, \text{ find } u \in U \text{ such that:} \int_{\Omega} \sigma : \epsilon(u^*) \, d\Omega = \int_{\Omega} F_D, u^* \, d\Omega + \int_{\partial \Omega_f} F_D, u^* \, d\Gamma$$

(2)

where $\sigma$ is the Cauchy stress tensor and $\epsilon(u)$ is the symmetric part of the gradient of displacement.

The constitutive relation between $\sigma$ and $\epsilon(u)$ is nonlinear and described using internal variables (for instance damage or plasticity). It is assumed to be local and rate-independent; it writes at Time $t$:

$$\sigma = \sigma \left( \epsilon(u) |_{\tau \leq t} \right)$$

(3)

### 2.2. Finite element space discretization

We perform a standard finite element approximation of the displacement fields described previously. The introduction of the finite element approximation into Equations (1), (2) and (3) leads to the following nonlinear vectorial equation at any time $t \in [0 \, T]$:  

$$F_{\text{Int}} \left( U_{|_{\tau \leq t}} \right) + F_{\text{Ext}} = 0$$

(4)

where $U \in \mathbb{R}^{n_n}$ ($n_n$ is the number of nodal unknowns) is the vector of nodal displacement unknowns, $F_{\text{Int}} \in \mathbb{R}^{n_n}$ and $F_{\text{Ext}} \in \mathbb{R}^{n_n}$ are respectively the internal forces resulting from the discretization of the internal virtual work (left-hand side of (2)) and the external forces resulting from the discretization of the external virtual work (right-hand side of (2)).

### 2.3. Time discretization

The nonlinear solution strategy used here is a classical time discretization scheme for quasi-static and rate-independent problems. The constitutive law being rate independent and the inertia effects being neglected, this procedure consists in finding a set of consecutive solutions at Times $(t_n)_{n \in [0 \, n_t]}$ [see (2)]. Hence, the constitutive law (3) is discrete in Time. This time discretization scheme finally yields the following vectorial system of nonlinear equations at Time $t_n$:

$$F_{\text{Int}} \left( U_{|_{t_m}} \right)_{m \in [0 \, n_t]} + F_{\text{Ext}} = 0$$

(5)

For the sake of clarity, the dependency of the internal forces with the history of the solution fields will not be written explicitly.

### 2.4. Nonlinear solution strategy

At each time $(t_n)_{n \in [0 \, n_t]}$, the nonlinear problem is solved by a Newton-Raphson algorithm. At any iteration $(i + 1)$ of the algorithm, a linear prediction is performed:

$$K_T^i \Delta U^{i+1} = R^i$$

(6)

where we have introduced the residual vector $R = F_{\text{Ext}} + F_{\text{Int}}(U)$, and the increment of displacement $\Delta U^{i+1} = U^{i+1} - U^i$. This linear prediction is followed by a correction stage:

$$R^{i+1} = F_{\text{Ext}} + F_{\text{Int}}(U^{i+1}) \quad \quad K_{T}^{i+1} = \frac{\partial F_{\text{Int}}(U)}{\partial U} |_{U=U^{i+1}}$$

(7)
3. Model order reduction

The set of equations (5) can be huge if multiscale problems are simulated (see for instance [3, 12]). Various strategies can be applied to reduce the size of this system without loosing accuracy. We apply here the classical model order reduction by projection to the resolution of problem (5).

3.1. Reduction by projection

The solution vector is searched for in a space of small dimension (several orders smaller than the number of finite element degrees of freedom). Let us call $\mathbf{C}$ the matrix whose columns form a basis of this space:

$$
\mathbf{C} = ( \mathbf{C}^1 \mathbf{C}^2 \ldots \mathbf{C}^{n_C} )
$$

(8)

where $n_C$ is the dimension of the reduced space, and $(\mathbf{C}^k)_{k \in [1,n_C]} \subseteq (\mathbb{R}^{n_n})^{n_C}$ are the chosen basis vectors. Applied to the reduction of Problem (5), the solution field is searched for under the form $\mathbf{U} = \mathbf{C} \boldsymbol{\alpha}$. The residual of Equation (5) is constrained to be orthogonal to a space of small dimension, which can, in theory, be different from the one spanned by $(\mathbf{C}^k)_{k \in [1,n_C]}$. Let us limit our study to the Galerkin procedure, which writes the following constraint:

$$
\mathbf{C}^T \mathbf{R} = 0
$$

Hence, the reduced form of Problem (5) reads:

$$
\mathbf{C}^T (\mathbf{F}_{\text{Ext}} + \mathbf{F}_{\text{Int}}(\mathbf{C} \boldsymbol{\alpha})) = 0
$$

(9)

3.2. Solution procedure for the reduced nonlinear problem

At each time step of the time discretization scheme, the reduced problem (9) is solved by a Newton-Raphson algorithm. The $(i+1)$th prediction stage is performed using the following linearized equation:

$$
\mathbf{K}^i_{T,R} \Delta \boldsymbol{\alpha}^{i+1} = \mathbf{R}^i_R
$$

(10)

where the residual of the reduced nonlinear problem (9) is defined by $\mathbf{R}_R = \mathbf{C}^T \mathbf{F}_{\text{Ext}} + \mathbf{C}^T \mathbf{F}_{\text{Int}}(\mathbf{C} \boldsymbol{\alpha})$ and the increment $\Delta \boldsymbol{\alpha}^{i+1} = \boldsymbol{\alpha}^{i+1} - \boldsymbol{\alpha}^i$. The correction stage reads:

$$
\mathbf{R}^{i+1}_R = \mathbf{C}^T \mathbf{F}_{\text{Ext}} + \mathbf{C}^T \mathbf{F}_{\text{Int}}(\mathbf{C} \boldsymbol{\alpha}^{i+1}) \quad \quad \mathbf{K}^{i+1}_{T,R} = \mathbf{C}^T \left. \frac{\partial \mathbf{F}_{\text{Int}}(\mathbf{C} \boldsymbol{\alpha})}{\partial \boldsymbol{\alpha}} \right|_{\boldsymbol{\alpha} = \boldsymbol{\alpha}^{i+1}}
$$

(11)

Remark: there is a simple link between the previous solution procedure for the reduced problem (9) and the systematic reduction of the prediction stages performed on the full nonlinear problem (6) since $\mathbf{K}^i_{T,R}$ can be expanded as

$$
\mathbf{K}^i_{T,R} = \mathbf{C}^T \left. \frac{\partial \mathbf{F}_{\text{Int}}(\mathbf{C} \boldsymbol{\alpha})}{\partial \boldsymbol{\alpha}} \right|_{\boldsymbol{\alpha} = \boldsymbol{\alpha}^i} = \mathbf{C}^T \left. \frac{\partial \mathbf{F}_{\text{Int}}(\mathbf{U})}{\partial \mathbf{U}} \right|_{\mathbf{U} = \mathbf{C} \boldsymbol{\alpha}^i} \left. \frac{\partial \mathbf{U}}{\partial \boldsymbol{\alpha}} \right|_{\mathbf{U} = \mathbf{C} \boldsymbol{\alpha}^i} = \mathbf{C}^T \mathbf{K}^i T \mathbf{C}
$$

(12)

This result can be injected in Equation (10), which yields:

$$
\mathbf{C}^T (\mathbf{R}^i - \mathbf{K}^i_{T,R} \mathbf{C} \Delta \boldsymbol{\alpha}^{i+1}) = 0
$$

(13)

This last equation is a simple reduction by projection of the $(i+1)$th linear prediction of the Newton-Raphson scheme (6) used to solve the initial problem (5). In other words, the prediction stage of any Newton iteration performed on the reduced problem yields exactly the same solution as a reduction of the linear prediction stage used to solve the initial problem.
3.3. POD-like reduced approximation space

The snapshot-POD is a projection-based model order reduction technique which requires the knowledge of a representative family of solutions to the global problem. This set of vectors is called \((S^k)_{k \in \mathbb{J}}\) and form an operator \(S = (S^1 \ S^2 \ldots \ S^{n_S})\). The aim is to find the family \((C^k)_{k \in \mathbb{J}}\), of dimension \(n_C\) smaller than \(n_S\) such that the distance between spaces \(\text{Im}(C)\) and \(\text{Im}(S)\) is minimum (in the sense of the Frobenius norm).

This problem is classically solved by computing the singular value decomposition of \(S\):

\[
S = U \Sigma V^T = \sum_{k=1}^{n_S} \Sigma_k U^k V^{kT}
\]

where the \(n_S - n_C\) smallest singular values of \(\Sigma\) have been replaced by zeros to form \(\tilde{\Sigma}\). where \(U = (U^1 \ U^2 \ldots \ U^{n_N})\) and \(V = (V^1 \ V^2 \ldots \ V^{n_S})\) are two orthonormal matrices of respective sizes \(n_N\) and \(n_S\) and the upper block of \(\Sigma\) is a diagonal matrix of positive entries \((\Sigma^k)_{k \in \mathbb{J}}\) (singular values), ordered decreasingly (the lower block is a null matrix). One can show that the optimum reduced snapshot basis \((C^k)_{k \in \mathbb{J}}\) is such that:

\[
C = (C^1 \ C^2 \ldots \ C^{n_C})
\]

3.4. POD for the reduction of damage evolution problems

We focus on a very simple damageable lattice structure, made of bars under traction or compression, in which the solution displacement field \(u\) is supposed constant through the section, and linear along the length of the bar (i.e.: one linear finite element per bar). We use a very basic constitutive law, based on classical damage mechanics [14]. The lineic strain energy of each bar reads:

\[
e_d = \frac{1}{2} E (1 - d) \epsilon^2
\]

where \(\epsilon\) is the strain in the direction of the bar and \(d\) is a damage variable which ranges from 0 (undamaged material) to 1 (completely damaged material). Two state equations can be derived from the strain energy, the first one links the normal force \(N\) to the strain, while the second one links a thermodynamic force \(Y\) to the strain:

\[
N = \frac{\partial e_d}{\partial \epsilon} = E (1 - d) \epsilon \quad Y = \frac{\partial e_d}{\partial d} = \frac{1}{2} E \sigma^2
\]

An evolution law is defined to link the damage variable to the thermodynamic force:

\[
d = \min \left(1, \sup_{\tau \leq t} \left(\alpha(Y_{\tau})^\beta\right)\right)
\]

The results presented in this paper are obtained with the following set of data. The section and Young’s modulus are unitary. A single damage variable is introduced for each bar. The material parameters are \(\beta = 0.5\) and \(\alpha = \sqrt{2}\). Each vertical or horizontal bar has a unitary length.

The initial problem we want to solve is described on Figure (1). The load is applied on the top surface of the structure, in the \(y\) direction and at position \(x = 9\). The damage state represented here (light gray corresponds to \(d = 0\), while darker bars are damaged) is obtained in 60 time increments, each of which is converged to a very low level of error. This problem being unstable, a local arc-length procedure is combined to the Newton algorithm. As presented in [1, 12], we use a quasi-Newton approximation of the previously described tangent Newton-Raphson algorithm. The tangent operator at iteration \((i + 1)\) is replaced by the stiffness matrix obtained by setting the internal variables to the values obtained after the \(i^{th}\) correction stage.
Figure 1. Reference solution (thin lines) and solution obtained with the enhanced projection algorithm (bold lines, ν_{New} = 4.0e^{-1}).

Figure 2. Snapshot computation (left), reduced snapshot (right).

In order to reduce this problem by a POD-based projection method, we compute a snapshot of 7 solutions (loads applied on the top surface of the lattice, at positions x ∈ \{2 5 8 10 12 15 18\}), as illustrated on Figure (2). The successive loads have a very low value, so that the structure is virtually undamaged. This snapshot is reduced to three basis vectors by the computation of a truncated SVD.

Given the normalized current solution \( \tilde{U}_{t} = \frac{U_{t}}{||U_{t}||_{2}} \) and normalized reference solution \( \tilde{U}_{ref,t} = \frac{U_{ref,t}}{||U_{ref,t}||_{2}} \), the solution error used to assess the accuracy of the current solution is:

\[
\text{solution error}_{t} = \left\| \tilde{U}_{t} - \tilde{U}_{ref,t} \right\|_{2}
\] (19)

In the very early stages of the simulation, the error is very low (even if the application point of the force is not in the snapshot), which can be seen on Figure (3) (the dotted line is the error defined by Equation (19) as a function of time). However, as damage increases, which eventually leads to the crack represented on Figure (1), a simple linear combination of the modes of the reduced snapshot is obviously not sufficient to reproduce accurately the solution, which results in a high level of error.
4. POD-Krylov model order reduction

In order to handle complex changes in the topology of the structure, we propose to enrich the reduced basis \( C \), on-the-fly, during the Newton iterations performed on the reduced problem (9). Prior to the actual description of the algorithm, let us remark that, at each iteration of the Newton algorithm, one can compute:

- the relative norm of the residual of the reduced problem (9), i.e.: \( \frac{\| R_R \|_2}{\| C^T F_{\text{Ext}} \|_2} \)
- the relative norm of the residual of the initial problem (5), i.e.: \( \frac{\| R \|_2}{\| F_{\text{Ext}} \|_2} \)

Our aim is to control both these values during the solution process. More precisely, we will proceed to the next time increment only if the former is lower than \( \nu_{\text{New},R} \) and the later lower than \( \nu_{\text{New}} \), with \( \nu_{\text{New},R} \ll \nu_{\text{New}} \). Typically, \( \nu_{\text{New},R} \) is set to \( 10^{-6} \) in our tests, while the value of \( \nu_{\text{New}} \) (which, in our tests, ranges from \( 10^{-1} \) to \( 8.10^{-1} \)) will determine the accuracy of the successive Newton resolutions, and is an important parameter of the strategy.

The following algorithm is applied. A sufficient number of Newton iterations are performed on the reduced problem, so that the norm of its residual is small enough (at least ten times smaller than the norm of the residual of the full problem). If the norm of the residual of the full problem is still higher than a desired value \( \nu_{\text{New}} \), the following linear prediction is enhanced by performing a few iterations of Conjugate Gradient on the linear prediction of the full problem (5). The resulting solution is eventually added to the reduced snapshot basis.

This process is repeated, until convergence of both the reduced problem (\( \frac{\| R_R \|_2}{\| C^T F_{\text{Ext}} \|_2} \leq \nu_{\text{New},R} \)), and the full problem (\( \frac{\| R \|_2}{\| F_{\text{Ext}} \|_2} \leq \nu_{\text{New}} \)).

4.1. Corrections on the linear predictions by an iterative solver

When required by the previously described algorithm, the enhanced linear prediction is performed by initializing a projected conjugate gradient and performing a few iterations on the linearized problem (6) (the stopping criterion on the normalized residual is denoted \( \nu_{\text{CG}} \) and set to a high value, typically of the same order than \( \nu_{\text{New}} \)). The reasons for this choice are the following:

- the construction of a Krylov basis requires only matrix/product operations (no matrix assembly or factorization). It is therefore very cheap when a very few iterations of the iterative solver are required, which, as demonstrated in the following examples, is our case. In addition, it is very suitable to parallel computing.
- the projection framework is an ideal tool for our particular problem. Indeed, the initialization of the projected algorithm is the linear prediction of the reduced problem, Equation (10). The complementary part of the solution is searched for is a space orthogonal to the reduced basis, which extends immediately the solution space and reduces the number of iterations required to reach \( \nu_{\text{CG}} \) (left preconditioning). To summarize these ideas, each iteration of the CG is a correction of the solution to the reduced linear prediction (10) such that this correction is orthogonal to the initialization.

4.1.1. Projected Krylov solver

The classical projected conjugate gradient [5] is applied to the approximate solution of (6) (assumed linear, symmetric, positive and definite), which is recalled here:

\[
K_T \Delta U = R 
\] (20)

Where the \( i \) superscripts have been dropped for the sake of clarity. The chosen augmentation space is the previously defined reduced snapshot space \( \text{Im}(C) \).
The solution is searched for under the form:

$$\Delta U = \Delta U_C + \Delta U_K \quad \begin{align*}
\Delta U_C & \in \text{Im}(C) \\
\Delta U_K & \in \text{Im}(C)^\perp \text{Ker}(C^T K_T)
\end{align*}$$

(21)

$\perp_{K_T}$ designating the $K_T$—orthogonality between the two supplementary spaces, which is ensured by introducing a projector $P$ such that:

$$\Delta U_K = P \tilde{\Delta} U_K \quad C^T K_T P = 0$$

(22)

Hence, the decomposition of the increment of displacement reads:

$$\Delta U = C \Delta \alpha + P \tilde{\Delta} U_K$$

(23)

This separation of the search space into two subspaces $\text{Im}(C)$ and $\text{Im}(P)$ in direct sum leads to the following uncoupled equations:

$$(C^T K_T C) \Delta \alpha = C^T R$$

(24)

$$(P^T K_T P) \Delta U_K = P^T R \quad \iff \quad \left( P^T K_T P \right) \Delta U_K = P^T R_C$$

(25)

where $R_C = R - K_T \Delta U_C$. Equation (24) is a coarse initialization of the projected conjugate gradient. As stated previously, it is equivalent to the linear prediction of the reduced problem (Equation (10)). Equation (25) is the linear prediction of the full problem projected on $\text{Im}(C)^\perp \text{Ker}$. This system is symmetric and can be solved by a preconditionned conjugate gradient. Hence we solve:

$$\tilde{M}^{-1} \left( P^T K_T P \right) \Delta U_K = \tilde{M}^{-1} P^T R_C$$

(26)

where $\tilde{M}^{-1}$ is a left preconditionner (symmetric, definite and positive). In our test cases, $\tilde{M}$ is diagonal matrix whose entries are the elements of the diagonal of $K_T$.

4.1.2. New augmentation At the end of each enhanced prediction step, the approximate solution vector to (6) is added to the approximation space $\text{Im}(C)$.

$$C = \left( C_{\text{POD}} \quad C_{CG,old} \quad C_{CG} \right)$$

(27)

$C_{\text{POD}}$ is the initial reduced snapshot (classical POD). $C_{CG}$ is the normalized solution vector $U^{i+1} = \Delta U^{i+1} + U^i$ obtained during the last enhanced linear prediction ($(i+1)^{th}$ Newton iteration). $C_{CG,old}$ is the set of complementary parts obtained during the previous enhanced linear predictions. When the size of $C_{CG,old}$ exceeds a critical value, a SVD is performed on this matrix, as described previously to obtain the reduced snapshot $C_{\text{POD}}$.

Understanding the gain obtained by using $C_{CG,old}$ requires a deep parametric study which is not the subject of this paper. Instead, we demonstrate the efficiency of the following cheap enrichment $C = \left( C_{\text{POD}} \quad C_{CG} \right)$ (one single additional vector).

4.2. Optimization of the algorithm Two parameters have been introduced in our strategy. The first one is the stopping criterion of the conjugate gradient, $\nu_{CG}$ (the CG iterations are stopped when $\| R - K_T \Delta U \|_2 / \| R \|_2 \leq \nu_{CG}$), and the second one is the desired normalised residual $\nu_{\text{New}}$ for the full nonlinear problem. A parametric study, which is note described here, has shown that an optimal setting is obtained when $\nu_{CG} = \nu_{\text{New}}$. 
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5. Results

5.1. Error

![Figure 3](image)

**Figure 3.** Error for different values of the residual error of the initial problem $\nu_{\text{New}}$

The solution error is represented as a function of time on Figure (3), for different value of the residual error threshold $\nu_{\text{New}} = \nu_{\text{CG}}$. The solution obtained converges to the reference solution when $\nu_{\text{New}}$ decreases. An acceptable representation of the damage state can be obtained with very few iterations of the conjugate gradients ($\nu_{\text{New}} = 4.0e^{-1}$ on Figure (1), which requires only 229 iterations of the conjugate gradients, for 323 iterations of the Newton algorithms). Obviously, the accurate representation of the crack itself requires the fine resolution of the initial problem. However, the cheap results obtained here can be extremely useful if one wants to obtain the long-range effects due to the changes in structure’s topology, and continue with a model order reduction after its propagation.

5.2. Numerical costs

As shown in the following table, our algorithm does not increase significantly the number of Newton iterations required to achieve convergence and that the additional costs required by the enrichment (due to the conjugate gradient iterations) is relatively low. Indeed, the cost of a conjugate gradient iteration is small compared to the assembly of the linearized stiffness of the reduced problem.

<table>
<thead>
<tr>
<th>$\nu_{\text{New}} = \nu_{\text{CG}}$</th>
<th>Newton Iterations</th>
<th>CG iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>345</td>
<td>0</td>
</tr>
<tr>
<td>0.4</td>
<td>329</td>
<td>83</td>
</tr>
<tr>
<td>0.2</td>
<td>341</td>
<td>431</td>
</tr>
<tr>
<td>0.1</td>
<td>397</td>
<td>897</td>
</tr>
</tbody>
</table>

6. Conclusion

We derived a POD-Krylov model order reduction strategy which permits to control, at low additional costs, the global residual of the nonlinear initial problem by enriching the reduced basis. Our next step concerning the optimization and enhancement of this algorithm is to use the information generated by the Krylov solver to enrich the reduced basis with additional relevant Ritz vectors and to increase the convergence rate of the successive conjugate gradient solves.
We have demonstrated that the method can potentially reproduce the long-range effects of a localized strong evolution of the structure, such as damage evolution, which is a step towards the extension of the applicability of model order reduction strategies to such complex problems.
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