A spectral approach for fuzzy uncertainty propagation in finite element analysis
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Abstract
Uncertainty propagation in complex engineering systems with fuzzy variables constitutes a significant challenge. This paper proposes a Polynomial Chaos type spectral approach based on orthogonal function expansion. A fuzzy variable is represented as a set of interval variables via the membership function. The interval variables are further transformed into the standard interval $[-1, 1]$. Smooth nonlinear functions of standard interval variables are projected in the basis of Legendre polynomials by exploiting its orthogonal properties over the interval $[-1, 1]$. The coefficients associated with the basis functions are obtained by a Galerkin type of error minimisation. The method is first illustrated using scalar functions of multiple fuzzy variables. Later the method is proposed for elliptic type finite element problems where the technique is extended to vector valued functions with multiple fuzzy variables. The response of such systems can be expressed in the complete basis of multivariate Legendre polynomials. The coefficients, obtained by Galerkin type of error minimisation, can be calculated from the solution of an extended set of linear algebraic equations. An eigenfunction based model reduction technique is proposed to obtain the coefficient vectors in an efficient way. A numerical example of axial deformation of a rod with fuzzy axial stiffness is considered to illustrate the proposed methods. Linear and nonlinear membership functions are used and the results are compared with direct numerical simulation results.
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1. Introduction

Finite element method [1] has been used widely for numerical simulation of complex engineering systems. The consideration of uncertainties in numerical models to obtain the variability of response is becoming more common for finite element models arising in practical problems. When substantial statistical information exists, the theory of probability and stochastic processes offer a rich mathematical framework to represent such uncertainties. In a probabilistic setting, uncertainty associated with the system parameters, such as the geometric properties and constitutive relations (i.e. Young’s modulus, mass density, Poisson’s ratio, damping coefficients), can be modeled as random variables or stochastic processes using the so-called parametric approach. These uncertainties can be quantified and propagated, for example, using the stochastic finite element method [2–4]. The reliable application of probabilistic approaches
requires information to construct the probability density functions of uncertain parameters. This information may not be easily available for many complex practical problems. In such situations, non-probabilistic approaches such as interval algebra [5], convex models [6] and fuzzy set [7] based methods can be used. In this paper the uncertain variables describing the system parameters are modeled using fuzzy variables.

Fuzzy finite element analysis (see for example the review papers [8–10]) aims to combine the power of finite element method and uncertainty modelling capability of fuzzy variables. One way to view a fuzzy variable is the generalisation of an interval variable. It should be noted that the intervals do not represent the values of the variable, but our knowledge about the range of possible values the variable can take. When an uncertain variable is modelled using the interval approach, the values of the variable lie within a lower and an upper bound. The fuzzy approach generalises this concept by introducing a membership function. In the context of computational mechanics, the aim of a fuzzy finite element analysis is to obtain the membership function of the output quantities (such as displacement, acceleration and stress) given the membership of data in the set of input variables. This problem, known as the uncertainty propagation problem, has taken the centre stage in recent research activities in the field. In principle an uncertainty propagation problem can be always solved using the so-called direct Monte Carlo simulation. Using this approach, a large number of members of the parameter set are individually simulated and bounds are obtained from the resulting outputs. For the most practical problems, direct Monte Carlo simulation is prohibitively computationally expensive.

Therefore, the aim of the majority of current research is to reduce the computational cost. Under the possibilistic interpretation of fuzzy sets and using the min-operator as t-norm [11,12], fuzzy variables would become a generalisation of interval variables. Consequently methods applicable for interval analysis such as classical interval arithmetic [5], affine analysis [13] or vertex theorems [14] can be used. The Neumann expansion [15], the transformation method [16], and more recently, response surface based methods [17] have been proposed for fuzzy uncertainty propagation. In the context of structural dynamical systems, several authors have extended the classical modal analysis to fuzzy modal analysis [18–22]. Fuzzy approach has been applied to safety analysis [23,24], optimal design [25] and also boundary element analysis [26]. Recently a High Dimensional Model Representation (HDMR) approach has been proposed [27] for the propagation of fuzzy uncertain variables through a complex finite element model.

In spite of these significant developments in the methodology of fuzzy uncertainty propagation through complex systems, probabilistic uncertainty propagation methodologies perhaps still have the edge due to the availability of a wide-ranging techniques suited for various problems. Among the various available methods, the spectral methods [2] have received considerable attention [28]. These methods, generally known as polynomial chaos [29], stand on rigorous mathematical footing and provide a practical computational approach which is general enough to be used within the context of finite element method for complex systems [2]. Although the probabilistic approaches are powerful tools for reliability analysis in structural engineering design [30], these approaches usually require large volumes of data. However when limited information is available, the probabilistic approaches lose their performance significantly and might not be reliable to be used on their own. Fuzzy methods are found to have a better performance compared to probabilistic approaches in the face of lack of information [31]. Therefore, using a mixture of different uncertainty models in complex engineering systems may be useful, as neither the fuzzy description nor the probabilistic description may be available for all the uncertain parameters. Currently different mathematical techniques are being used for fuzzy and probabilistic variables. In this paper we propose a new technique by which spectral methods originally introduced for probabilistic uncertainty propagation, can be extended for fuzzy uncertainty propagation with suitable adaptations. The main motivation behind this work arises from computational efficiency, generality and rigour behind the fuzzy uncertainty propagation technique and also having a synergy between probabilistic and fuzzy approaches. Such synergy in the propagation technique between different uncertainty modelling approaches may lead to unified approaches whereby different types of uncertainty can be mathematically handled simultaneously in a consistent manner. Our approach relies on the decomposition of a fuzzy variable into parameterised interval variables and projecting the response function of these variables into a complete orthonormal basis of polynomial functions. The coefficients associated with the basis functions are obtained by a Galerkin type of error minimisation.

The outline of the paper is as follows. Section 2 gives a brief background of fuzzy variables. Legendre polynomials and its application for propagation of fuzzy variables through general nonlinear scalar functions are discussed in Section 3. Two simple numerical examples are given to illustrate the idea behind the proposed spectral approach. In Section 4 spectral finite element analysis with fuzzy variables for elliptic problems is proposed. A reduced computational approach is proposed in Section 4.3. A numerical example of axial deformation of a rod with fuzzy axial stiffness is given in Section 5 to illustrate the proposed methods. Different types of membership functions are used
and the results are compared with direct numerical simulation results. Conclusions are drawn in Section 6 based on theoretical and numeral results obtained in the paper.

2. A brief overview of fuzzy variables

In this section, we provide a brief description of fuzzy variables and refer the reader to established books [32–34] and relevant review papers [8,9] for more details. The fuzzy set is generally defined by its membership function. The membership function of a fuzzy set can be interpreted as a distribution of uncertainty [35], which was proposed by Zadeh [36]. In this interpretation, the membership function indicates the degree of possibility that an element belongs to a given fuzzy set. In other words, it represents the possibility distribution of some uncertain variable and can be considered as an alternative to the probability distribution. For a normal fuzzy set, the membership value varies within the range of 0 to 1. Membership value of one (considered as an alternative to the probability distribution. For a normal fuzzy set, the membership value varies within to a given fuzzy set. In other words, it represents the possibility distribution of some uncertain variable and can be expressed by a set of pairs consisting of the elements $x \in \mathbb{R}$ and their corresponding membership function value $\mu_{\tilde{A}}(x)$:

$$\tilde{A} = \{ (x, \mu_{\tilde{A}}(x)) \mid x \in \mathbb{R}, \mu_{\tilde{A}}(x) \in [0, 1] \}$$ (1)

In the multidimensional case, an $n$-array fuzzy relation $\tilde{A}$ is defined as a set of pairs which consist of vector $x \in \mathbb{R}^n$ and their corresponding membership functions $\mu_{\tilde{A}}(x)$:

$$\tilde{A} = \{ (x, \mu_{\tilde{A}}(x)) \mid x \in \mathbb{R}^n, \mu_{\tilde{A}}(x) \in [0, 1] \}$$ (2)

In this paper only normalised fuzzy sets are considered and therefore $\text{supp}_{x \in \mathbb{R}} \mu_{\tilde{A}}(x) = 1$. The fuzzy set is said to be non-interactive fuzzy set if the components of vector $x = [x_1, x_2, \ldots, x_m]$ in Eq. (2) are independent. The non-interactive fuzzy set is used in this paper. Therefore the definition in Eq. (2) can be described as Cartesian product of one-dimensional fuzzy set $\tilde{A} = [\tilde{A}_1, \tilde{A}_2, \ldots, \tilde{A}_m]$ where each component has the same definition given in Eq. (1).

Based on possibility theory [11,12], $\alpha$-cuts of a possibility distribution correspond to confidence intervals of degree $(1 - \alpha)$ [37]. The locations of intervals obtained by $\alpha$-cuts can then specify the possibility distribution of an uncertain parameter. In this context, the notion of support and $\alpha$-cuts [18,38,39] of a fuzzy set plays a crucial role in the computational and analytical methods involving fuzzy sets. The support of a fuzzy set $\tilde{A}$ is the crisp set of all $x \in \mathbb{R}$, such that $\mu_{\tilde{A}}(x) > 0$, or mathematically

$$\text{supp}(\tilde{A}) = \{ x \mid \mu_{\tilde{A}}(x) > 0, x \in \mathbb{R} \}$$ (3)

The $\alpha$-cut or $\alpha$-level set of $\tilde{A}$ is the crisp set $A_\alpha$ such that

$$A_\alpha = \{ x \mid \mu_{\tilde{A}}(x) \geq \alpha, x \in \mathbb{R}, 0 < \alpha \leq 1 \}$$ (4)

The crisp set $A_\alpha$ is an interval variable $x_\alpha^I$ resulting from intersecting the membership function at $\mu_{\tilde{A}}(x_i) = \alpha$ and mathematically defined as

$$x_\alpha^I = \left[ x^{(\alpha)}_i, x^{(\alpha)}_i \right] = \{ x \in \mathbb{R} \mid x^{(\alpha)} \leq x \leq x^{(\alpha)} \}$$ (5)

where $\bullet$ and $\circ$ represent the lower and upper bounds of $\bullet$ respectively. The propagation of fuzzy numbers/variables through numerical models is carried out level-wise, i.e. interval analysis at each $\alpha$-cuts. In this case, the $\alpha$-cuts of a fuzzy vector are defined as

$$x_\alpha^I = \left[ x^{(\alpha)}_i, x^{(\alpha)}_i \right] = \{ x^I_i \mid x^{(\alpha)}_i \leq x^I_i \leq x^{(\alpha)}_i \}$$ (6)

where $i = 1, 2, \ldots, m$ and the fuzzy analysis involves the application of interval analysis at a number of $\alpha$-levels. Another important property of the fuzzy set is the convexity. In general, a fuzzy set is convex if and only if all possible $\alpha$-cuts of the set are convex in the classical set theoretical sense [32]. The mathematical definition of a convex fuzzy set is

$$\lambda u + (1 - \lambda)v \in A_\alpha, \quad \forall \lambda \in [0, 1]$$ (7)
where \( u \in A_\alpha \) and \( v \in A_\alpha \) are the elements that belong to the alpha-cut crisp set \((A_\alpha)\). Finally the compact fuzzy set is defined. \( \tilde{A} \) is compact if its support is bounded. It should be noted that, in the case of bounded supports, we also define the 0-cut as the largest closed interval \( A_0 = [\inf(supp(\tilde{A})), \sup(supp(\tilde{A}))] \). Sometimes \( \alpha \)-cuts are considered as intervals of confidence (with degree of confidence \( 1 - \alpha \)), since in case of convex fuzzy sets, they are closed intervals associated with a gradation of confidence between [0, 1]. In this paper fuzzy numbers are used. Fuzzy numbers are fuzzy sets which are normal, convex and compact and also their membership function is continuous.

3. Legendre polynomials for fuzzy uncertainty propagation

3.1. Problem description

We are interested to obtain the membership functions of the output quantities given the membership functions of the input quantities. This can be also viewed as the propagation of an \( m \)-dimensional vector of fuzzy input variables \((\tilde{x})\), which can be expressed as

\[
\tilde{y} = f(\tilde{x})
\]

where \( \tilde{y} \) is \( n \)-dimensional vector of fuzzy output variables which can be obtained from the crisp function \( f(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) applied to \( m \) fuzzy input variables \( \tilde{x} \). The function \( f(\bullet) \) depends on the physical problem in consideration. We are mainly interested in complex engineering mechanics problems. Zadeh’s extension principle [40] gives the meaning of Eq. (8). However, the expression of the extension principle cannot be readily implemented in a numerical context. It can be proved that the extension principle is equivalent to interval analysis on \( \alpha \)-cuts [41]. Based on this view, the solution is to search in the output domain for sets that have an equal degree of membership function. Therefore, fuzzy uncertainty propagation involves the application of a numerical procedure of interval analysis at a number of \( \alpha \)-levels. There are two approaches for uncertainty propagation of fuzzy variables through smooth nonlinear functions. The first approach is known as the \textit{Interval algebra based approach}. In this approach a fuzzy variable is considered as an interval variable for each \( \alpha \)-cut and propagated using classical interval arithmetic [5]. However, it is reported in the literature that interval algebra method provides conservative bounds of the outputs mainly due to neglecting the correlation between the operands (see for example [8]). In spite of the available approaches [42] that aimed at overcoming the issues with interval algebra method and the applicability of the method to certain engineering problems (e.g. [39]), it is still not a recommended approach. The second approach, which is more commonly used in the complex engineering mechanics problem, is known as the \textit{Global optimisation based approach} [10]. Here for each \( \alpha \)-cut two optimisation problems are solved for each of the output quantities. The first optimisation problem aims to find the minimum value while the second optimisation problem aims to find the maximum value of the output quantity. By combining results for all \( \alpha \)-cuts, one can obtain the fuzzy description of the output quantities. The advantage of this approach is that the bounds are ‘tight’ and the wealth of tools are available for mathematical optimisation can be employed in a reasonably straightforward manner. The disadvantage is, of course, the computational cost as two optimisation problems need to be solved for every \( \alpha \)-cut and for every output quantity. For these reasons efficient numerical methods are necessary to use this approach.

The main idea proposed here is based on the efficient and accurate construction of a ‘response surface’ for every \( \alpha \)-cut followed by an optimisation approach. Suppose \( \mathbb{N} \) is the set of integers and \( r \in \mathbb{N} \) is the number of \( \alpha \)-cuts used for each of the input fuzzy variables \( \tilde{x}_j \), \( j = 1, 2, \ldots, m \), in the numerical analysis. Therefore, \( 0 \leq [\alpha_1, \alpha_2, \ldots, \alpha_r] < 1 \) are the values of \( \alpha \) for which we wish to obtain our outputs. It should be noted that the assumption of \( \alpha_k < 1 \) is due to the fact that the core of fuzzy numbers is a singleton set. Suppose the relationship between the input parameters \( x^{(\alpha)} \) and the \( j \)-th response vector component at \( \alpha = \alpha_k \)-level is represented by the function \( f_j^{(\alpha)}(x^{(\alpha)}) \), \( j = 1, 2, \ldots, n \); \( \alpha = \alpha_k \), \( k = 1, 2, \ldots, r \). (Note that the subscript \( k \) is omitted from \( \alpha_k \) for reason of simplicity.) The range of the response vector components, represented by the lower bound \( y_j^{(\alpha)} \) and the upper bound \( \bar{y}_j^{(\alpha)} \), on a specific level of membership function \( \alpha = \alpha_k \) is searched within the same \( \alpha \)-level on the input domain, which means the analysis at each \( \alpha \)-cut corresponds to an interval analysis for the system. The interval analysis at each \( \alpha \)-level is then a numerical procedure equivalent to solving the following set of optimisation problems:

\[
\begin{align*}
\frac{y_j^{(\alpha)}}{y_j^{(\alpha)}} &= \min_{x^{(\alpha)} \in \mathbb{R}^n} f_j^{(\alpha)}(x^{(\alpha)}) \\
\frac{\bar{y}_j^{(\alpha)}}{y_j^{(\alpha)}} &= \max_{x^{(\alpha)} \in \mathbb{R}^n} f_j^{(\alpha)}(x^{(\alpha)}) \\
&\quad \forall j = 1, 2, \ldots, n; \quad \alpha = \alpha_k, \quad k = 1, 2, \ldots, r
\end{align*}
\]
In total there are \(2nr\) optimisation problems. The computational cost of each of these optimisation problems depends on the dimensionality of the \(x_{\alpha_k}\) that is \(m\). Suppose \(c(m)\) is the computational cost associated with each optimisation problem. For example, if \(f_j(\bullet)\) are monotonic functions, then the optimal values occur at the vertices of the \(m\)-dimensional parallelepiped. For this case one has \(c(m) \propto 2^m\). Computational cost can be reduced by reducing the cost of each function evaluation, for example, by ‘replacing’ the expensive function by a surrogate model.

Recently a High Dimensional Model Representation (HDMR) approach [27] was proposed to efficiently generate a surrogate model. Here we propose an approach based on projecting the function in a basis consisting of orthogonal polynomials. The first step is to transform each interval for a given \(\alpha\)-cut \((\alpha = \alpha_k)\) to the space \([-1, 1]\). This process is depicted in Fig. 1. Suppose the transformation \(\varphi(\bullet)\) maps the interval \([x_i^{(\alpha)}, x_i^{(\alpha)}]\)→\([-1, 1]\) where \(i\) denotes the \(i\)th input vector component. Here \(x_i^{(\alpha)}\) and \(x_i^{(\alpha)}\) denote the lower and upper bounds of the fuzzy variable \(\tilde{x}_i\) for a given \(\alpha\)-cut \((\alpha = \alpha_k)\). Denote \(\zeta_i\) as the variable bounded between \([-1, 1]\). Therefore, considering the variable \(x_i^{(\alpha)}\) lies between \([x_i^{(\alpha)}, x_i^{(\alpha)}]\), the linear transformation \(\varphi(\bullet)\) can be identified as

\[
\zeta_i = \varphi(x_i^{(\alpha)}) = 2 \left\{ \frac{(x_i^{(\alpha)} - x_i^{(\alpha)})}{(x_i^{(\alpha)} - x_i^{(\alpha)})} - \frac{1}{2} \right\}
\]

(10)

The inverse transformation of (10) can be obtained as

\[
x_i^{(\alpha)} = \left( \frac{x_i^{(\alpha)} - x_i^{(\alpha)}}{2} \right) \zeta_i + \left( \frac{x_i^{(\alpha)} + x_i^{(\alpha)}}{2} \right)
\]

(11)

Substituting \(x_i^{(\alpha)}\) in Eq. (8) for all \(\alpha = \alpha_k, k = 1, 2, \ldots, r\) and \(i = 1, 2, \ldots, m\), we can formally express the uncertainty propagation problem in terms of the vector valued variable \(\zeta = \{\zeta_i\}_{i=1,\ldots,m} \in [-1, 1]^m\) as

\[
y^{(\alpha)} = f^{(\alpha)}(\zeta) \in \mathbb{R}^n
\]

(12)

Next we utilise the orthogonal property of Legendre polynomials in \([-1, 1]\) for this uncertainty propagation problem.  

### 3.2. Legendre polynomials

The idea of using orthogonal functions to represent a general nonlinear function in a given domain is classical. In the context of deterministic functions, one of the earliest example is the Fourier series where sine and cosine functions are used. In the context of functions of random variables, Karhunen–Loève [2] expansion, and Polynomial Chaos expansion [2] based on original work of Wiener [29], have been extensively used. The approach taken here is motivated by the Polynomial Chaos expansion for function of random variables. First consider the special case when \(\zeta\) is scalar, that is \(\zeta \in [-1, 1]\). The notation denoting the dependence of \(\alpha\) is omitted for notational convenience. It is known that the Legendre polynomials are orthogonal with respect to the \(L_2\) inner product norm, that is,

\[
\int_{-1}^{1} L_j(\zeta) L_k(\zeta) \, d\zeta = \frac{2}{2k + 1} \delta_{jk}
\]

(13)
Table 1
One dimensional Legendre polynomials upto order 10.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Legendre polynomials of order $k$: $L_k(\zeta)$; $\zeta \in [-1, 1]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$\zeta$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{1}{2}(3\zeta^2 - 1)$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{2}(5\zeta^3 - 3\zeta)$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{1}{2}(35\zeta^4 - 15\zeta^2 + 3)$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{1}{8}(63\zeta^5 - 70\zeta^3 + 15\zeta)$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{1}{16}(231\zeta^6 - 315\zeta^4 + 105\zeta^2 - 5)$</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{1}{16}(429\zeta^7 - 693\zeta^5 + 325\zeta^3 - 35\zeta)$</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{1}{32}(6435\zeta^8 - 12012\zeta^6 + 6930\zeta^4 - 1260\zeta^2 + 35)$</td>
</tr>
<tr>
<td>9</td>
<td>$\frac{1}{32}(12155\zeta^9 - 25740\zeta^7 + 18018\zeta^5 - 4620\zeta^3 + 315\zeta)$</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{1}{256}(46189\zeta^{10} - 109395\zeta^8 + 90090\zeta^6 - 30030\zeta^4 + 3465\zeta^2 - 63)$</td>
</tr>
</tbody>
</table>

where $\delta_{jk}$ denotes the Kronecker delta (equal to 1 if $j = k$ and to 0 otherwise) and $L_j(\zeta)$ is the $j$th order Legendre polynomial. Legendre polynomials [43] are solution to the Legendre’s differential equation

$$
\frac{d}{d\zeta} \left\{ (1 - \zeta^2) \frac{d}{d\zeta} L_k(\zeta) \right\} + k(k + 1)L_k(\zeta) = 0; \quad k = 0, 1, 2, \ldots
$$

(14)

The solution to this equation in convergent only between $-1$ to 1. Each Legendre polynomial $L_j(\zeta)$ is a $k$th-degree polynomial and can be expressed using Rodrigues’ formula as

$$
L_k(\zeta) = \frac{1}{2^k k!} \frac{d^k}{d\zeta^k} \{ (1 - \zeta^2)^k \}; \quad k = 0, 1, 2, \ldots
$$

(15)

Legendre polynomials of any order can also be conveniently expressed by a recursive relationship as

$$
L_0(\zeta) = 1, \quad L_1(\zeta) = \zeta
$$

(16)

$$
L_{k+1} = \frac{2k + 1}{k + 1} \zeta L_k(\zeta) - \frac{k}{k + 1} \zeta L_{k-1}(\zeta), \quad k \geq 1
$$

(17)

In Table 1, this expression is used to calculate Legendre polynomials upto order 10.

Multivariate Legendre polynomials can be defined as products of univariate Legendre polynomials, similar to that of Hermite polynomials [44]. This can be constructed by considering products of different orders. We consider following sets of integers

$$
i = \{i_1, i_2, \ldots, i_p\}, \quad i_k \geq 1
$$

(18)

$$
\beta = \{\beta_1, \beta_2, \ldots, \beta_p\}, \quad \beta_k \geq 0
$$

(19)

The multivariate Legendre polynomial associated with sequence $(i, \beta)$ as the products of univariate Legendre polynomials

$$
\mathcal{L}_{i, \beta}(\zeta) = \prod_{k=1}^{p} L_{i_k}(\zeta_{i_k})
$$

(20)

The multivariate Legendre polynomials also satisfy the orthogonality condition with respect to the $L_2$ inner product norm in the respective dimension.

3.3. Projection in the basis of Legendre polynomials

We follow the idea of homogeneous chaos proposed by Wiener [29] involving Hermite polynomials. In the context of functions of random variables, Polynomial Chaos (PC) expansion [2] has been used extensively for uncertainty
propagation. When the basic random variables are Gaussian, multivariate Hermite polynomials can be used. The same idea can be extended to non-Gaussian random variables, provided more generalised functional basis are used [28]. It should be noted that the idea of homogeneous chaos cannot be directly applied to fuzzy variables as the polynomials are orthogonal over a given probability measure. However, mathematically the idea can still be used by considering a ‘unity’ within the inner product norm used for obtaining the orthogonality. We use multivariate Legendre polynomials considering the fact that the variables \( \zeta_i \) lie between \([-1, 1]\) and they are independent for a given \( \alpha \)-cut. In a general setting, if a function \( f(\xi) \) is a function of infinite number of variables \( \{\xi_k\} \) and square integrable, it can be expanded in Homogeneous Chaos as

\[
f(\xi) = \hat{y}_{00} h_0 + \sum_{i=1}^{\infty} \hat{y}_{i1} \Gamma_1(\zeta_{i1})
+ \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} \hat{y}_{i_1i_2} \Gamma_2(\zeta_{i1}, \zeta_{i2})
+ \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} \sum_{i_3=1}^{\infty} \hat{y}_{i_1i_2i_3} \Gamma_3(\zeta_{i1}, \zeta_{i2}, \zeta_{i3})
+ \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} \sum_{i_3=1}^{\infty} \sum_{i_4=1}^{\infty} \hat{y}_{i_1i_2i_3i_4} \Gamma_4(\zeta_{i1}, \zeta_{i2}, \zeta_{i3}, \zeta_{i4}) + \cdots
\]

(21)

Here \( \Gamma_p(\zeta_{i1}, \zeta_{i2}, \ldots, \zeta_{i_m}) \) is \( m \)-dimensional homogeneous chaos of order \( p \). They can be obtained by products of one-dimensional Legendre polynomials. We refer to the book by Ghanem and Spanos [2] where similar procedure for Hermite polynomials is discussed. Truncating Eq. (21) up to finite number of terms, we can concisely write

\[
f(\xi) = \sum_{j=0}^{P-1} y_j \Psi_j(\xi)
\]

(22)

where the constant \( y_j \) and functions \( \Psi_j(\bullet) \) are effectively constants \( \hat{y}_k \) and functions \( \Gamma_k(\bullet) \) for corresponding indices. Eq. (22) can be viewed as the projection in the basis functions \( \Psi_j(\xi) \) with corresponding ‘coordinates’ \( y_j \). The number of terms \( P \) in Eq. (22) depends on the number of variables \( m \) and maximum order of polynomials \( p \) as

\[
P = \sum_{j=0}^{p} \frac{(m + j - 1)!}{j!(m - 1)!} = \binom{m + p}{p}
\]

(23)

An example for two variables \( m = 2 \) with polynomial order 4 \( p = 4 \) is given in Table 2.

<table>
<thead>
<tr>
<th>( j )</th>
<th>( p )</th>
<th>Construction of ( \Psi_j )</th>
<th>( \Psi_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>( L_0 )</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>( L_1(\xi_1) )</td>
<td>( \zeta_1 )</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>( L_1(\xi_2) )</td>
<td>( \zeta_2 )</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>( L_2(\xi_1) )</td>
<td>( 3/2 \zeta_1^2 - 1/2 )</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>( L_1(\xi_1)L_1(\xi_2) )</td>
<td>( \zeta_1 \zeta_2 )</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>( L_2(\xi_2) )</td>
<td>( 3/2 \zeta_2^2 - 1/2 )</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>( L_3(\xi_1) )</td>
<td>( 5/2 \zeta_1^3 - 3/2 \zeta_1 )</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>( L_2(\xi_1)L_1(\xi_2) )</td>
<td>( 3/2 \zeta_1^2 - 1/2 \zeta_2 )</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>( L_1(\xi_1)L_2(\xi_2) )</td>
<td>( \zeta_1(3/2 \zeta_2^2 - 1/2) )</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>( L_3(\xi_2) )</td>
<td>( 5/2 \zeta_2^3 - 3/2 \zeta_2 )</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>( L_4(\xi_1) )</td>
<td>( \frac{35}{16} \zeta_1^4 - \frac{65}{16} \zeta_1^2 + 3/8 )</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>( L_3(\xi_1)L_1(\xi_2) )</td>
<td>( 5/2 \zeta_1^3 - 3/2 \zeta_1 \zeta_2 )</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>( L_2(\xi_1)L_2(\xi_2) )</td>
<td>( (3/2 \zeta_1^2 - 1/2) \zeta_2 )</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>( L_1(\xi_1)L_3(\xi_2) )</td>
<td>( \zeta_1(5/2 \zeta_2^3 - 3/2 \zeta_2) )</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>( L_4(\xi_2) )</td>
<td>( \frac{35}{16} \zeta_2^4 - \frac{65}{16} \zeta_2^2 + 3/8 )</td>
</tr>
</tbody>
</table>
Table 3 Values of \( \langle \Psi_j(\xi), \Psi_j(\xi) \rangle \) for two variables \((m = 2)\) with polynomial order 4 \((p = 4)\).

<table>
<thead>
<tr>
<th>( j )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \Psi_j(\xi), \Psi_j(\xi) \rangle )</td>
<td>1/3</td>
<td>1/3</td>
<td>1/5</td>
<td>1/9</td>
<td>1/5</td>
<td>1/7</td>
<td>1/15</td>
<td>1/15</td>
<td>1/7</td>
<td>1/9</td>
<td>1/21</td>
<td>1/25</td>
<td>1/21</td>
<td>1/9</td>
<td></td>
</tr>
</tbody>
</table>

A least-square error minimisation approach can be used to obtain the constants \( y_j \) in Eq. (22). We define the inner product norm in \([-1, 1]^m\) as

\[
\langle \mathbf{x}, \mathbf{y} \rangle = \frac{1}{V_m} \int_{-1}^{1} \int_{-1}^{1} \cdots \int_{-1}^{1} (\mathbf{x}) \cdot (\mathbf{y}) d\xi_1 d\xi_2 \cdots d\xi_m
\]

(24)

Here the volume

\[ V_m = 2^m \]

is used for normalisation so that for two constants \( a \) and \( b \) we have \( \langle a, b \rangle = ab \). The error corresponding to Eq. (22) can be expressed as

\[ \varepsilon = f(\xi) - \sum_{j=0}^{P-1} y_j \Psi_j(\xi) \]

(26)

Using the inner product norm in (24), the norm of the error can be obtained as

\[ \chi^2 = \langle \varepsilon, \varepsilon \rangle \]

(27)

Differentiating this with respect to \( y_k \), it can be shown that (Galerkin approach) the optimal values of \( y_k \) can be obtained by making the basis functions orthogonal to the error, that is,

\[ \varepsilon \perp \Psi_k \quad \text{or} \quad \langle \Psi_k, \varepsilon \rangle = 0 \quad \forall k = 0, 2, \ldots, P - 1 \]

(28)

Substituting the expression of error from Eq. (26) into this equation we obtain

\[ \sum_{j=0}^{P-1} y_j \langle \Psi_k(\xi), \Psi_j(\xi) \rangle = \langle \Psi_k(\xi), f(\xi) \rangle \]

(29)

Using the orthogonality property of the basis function we have \( \langle \Psi_k(\xi), \Psi_j(\xi) \rangle = c_k \delta_{jk} \). Therefore, the constants \( y_k \) can be obtained as

\[ y_k = \frac{\langle \Psi_k(\xi), f(\xi) \rangle}{\langle \Psi_k(\xi), \Psi_k(\xi) \rangle}, \quad \forall k = 0, 2, \ldots, P - 1 \]

(30)

The integration appearing in the numerator and denominator can be obtained using any standard procedure for multidimensional integrals. In particular, the denominator can be calculated explicitly. In Table 3 we show the values of \( \langle \Psi_j(\xi), \Psi_j(\xi) \rangle \) corresponding to \( \Psi_j(\xi) \) given in Table 2. Substituting the values of \( y_k \) from (30) into the expansion (22) we have

\[ \hat{f}(\xi) = \sum_{j=0}^{P-1} \left[ \frac{\langle \Psi_j(\xi), f(\xi) \rangle}{\langle \Psi_j(\xi), \Psi_j(\xi) \rangle} \right] \Psi_j(\xi) \]

(31)

Here \( \hat{f}(\xi) \) is an approximation to the original function \( f(\xi) \) for polynomial order up to \( p \). The accuracy of this approximation can improve indefinitely by considering higher-order polynomials. If the evaluation of the original function \( f(\xi) \) is expensive, the surrogate model \( \hat{f}(\xi) \) can be used instead of the original function. If \( \hat{f}(\xi) \) is a monotonic function, its bounds can be obtained by computing \( \hat{f}(\xi) \) only at the boundaries of the domain \([-1, 1]^m\). Therefore \( \hat{f}(\xi) \) needs to be evaluated \( 2^m \) times in this case. This evaluation is computationally efficient as the polynomials \( \Psi_j(\xi) \)
are completely known in closed form. In the case of non-monotonic functions, the optimisation approach can be used to obtain the bounds of the functions. The main advantage is that the optimisation is carried out on a closed-form mathematical function that is efficient to compute with.

3.4. Example: Bounds of functions in two variables

To illustrate the application of the Galerkin projection approach, we consider two problems involving bounded variables. These bounds can be considered as bounds of a variable for a given $\alpha$-cut. For the first problem \cite{45} we consider the function

$$
\hat{f}_1(x) = \frac{89}{40} - \frac{\sqrt{2}}{1080}(x_1 + x_2 - 20)^3 + \frac{33}{140}(x_1 - x_2); \quad 4 \leq x_1, x_2 \leq 16
$$

(32)

As the first step, we transform the variables in $[-1, 1]$ following (11). Omitting the notation $\alpha$ for convenience, we have

$$
x_1 = 6\zeta_1 + 10 \quad \text{and} \quad x_2 = 6\zeta_2 + 10
$$

(33)

Substituting these into Eq. (32) one obtains the function in the transformed variables as

$$
f_1(\zeta) = \frac{89}{40} - \frac{1}{5}\sqrt{2}(\zeta_1 + \zeta_2)^3 + \frac{99}{70}\zeta_1 - \frac{99}{70}\zeta_2
$$

(34)

Using Eq. (30), carrying out the 2-dimensional integration analytically, the values of $y_j$ can be obtained as

$$
y_1 = \frac{89}{40}, \quad y_2 = -\frac{8}{25}\sqrt{2} + \frac{99}{70}, \quad y_3 = -\frac{8}{25}\sqrt{2} - \frac{99}{70}, \quad y_7 = -\frac{2}{25}\sqrt{2}
$$

$$
y_8 = -2/5\sqrt{2} \quad y_9 = -2/5\sqrt{2} \quad \text{and} \quad y_{10} = \frac{2}{25}\sqrt{2}
$$

(35)

with all other values 0. In Fig. 2 the original function and the fitted function corresponding to Eq. (32) are shown. It can be seen that the approximation is very good. The maximum and the minimum values of the original function, appearing at the boundaries of the variables, are respectively 5.0536 and −0.6036. The exactly same values are obtained using the fitted function also. This demonstrates that the proposed approach using the Legendre polynomials can be used to propagate uncertainty for a given $\alpha$-cut.
The quality of the fitted function also depends on the nature of the non-linearity of the function to be approximated. We show an example when the proposed approach does not work very well for up to 4th-order polynomial approximation. For the second problem we consider the ‘Camelback’ function \[ f_1(x) = 4 - 2.1x_1^2 + x_1^4/3 + x_1x_2 + (-4 + 4x_2^2)x_2^2; \quad -3 \leq x_1 \leq 3; \quad -2 \leq x_2 \leq 2 \] (36)

As before, we first transform the variables in \([-1, 1]\) following (11). Omitting the notation \(\alpha\) for convenience, we have

\[ x_1 = 3\zeta_1 \quad \text{and} \quad x_2 = 2\zeta_2 \] (37)

Substituting these into Eq. (36) one obtains the function in the transformed variables as

\[ f_1(\zeta) = 9\left(4 - \frac{189}{10}\zeta^2 + 27\zeta^4\right)\zeta_1^2 + 6\zeta_1\zeta_2 + 4\left(-4 + 16\zeta_2^2\right)\zeta_2^2 \] (38)

Using Eq. (30), carrying out the 2-dimensional integration analytically, the values of \(y_j\) can be obtained as

\[ y_1 = \frac{21169}{1050} \quad y_4 = \frac{1488}{35} \quad y_5 = 6 \]
\[ y_6 = \frac{544}{21} \quad y_{11} = \frac{70956}{1925} \quad y_{15} = \frac{512}{35} \] (39)

with all other values 0. In Fig. 3 the original function and the fitted function corresponding to Eq. (36) are shown. The approximate function captures the general behaviour well. However, there are differences at the edge points in the domain where the extremum values occurs. The maximum and the minimum values of the original function, appearing at the boundaries of the variables, are respectively 162.9 and 150.9000. The corresponding values obtained using the 4th order polynomial approximation are 146.0688 and 134.0688, which implies errors of 10.3322% and 11.1539% respectively.

Any other polynomials can be used for approximating a function of fuzzy variables. However, it is only the Legendre polynomials which are orthogonal in the space of transformed variables. As a result, they guarantee the reconstruction of any smooth function within the space \([-1, 1]^m\). Next we extend this idea to boundary value problems involving fuzzy variables.
4. Fuzzy boundary value problems and finite element analysis

4.1. Formulation of the problem

Boundary value problems are of primary interest for various engineering applications. We consider a bounded domain \( D \in \mathbb{R}^d \) with piecewise Lipschitz boundary \( \partial D \), where \( d \leq 3 \) is the spatial dimension. In this paper for simplicity we consider elliptic partial differential equations with Dirichlet boundary conditions given by

\[
-\nabla \left[ a(r) \nabla u(r) \right] = f(r); \quad r \text{ in } D; \quad u(r) = 0 \quad \text{on } \partial D \tag{40}
\]

Here \( a(r) \) is the fuzzy parameter and \( u(r) \) is fuzzy response quantity that we wish to calculate. In this section, the superscript \( \tilde{\bullet} \) is omitted for reasons of simplicity (\( \bullet \) is fuzzy variable). The parameter \( a(r) \) is a function of space \( r \in D \) and therefore contains infinite number of fuzzy variables considering the distributed nature of the problem. It is necessary to discretise \( a(r) \) for computational purposes. It is reasonable to assume that, for a complex system the parameter \( a(r) \) can take a finite number of different values depending on \( r \). We divide the domain \( D \) into \( m \) non-overlapping subdomains as shown in Fig. 4(a). If we consider two subdomains \( D_i, D_k \in D \), then \( D_i \cap D_k = \emptyset \) and \( D = \bigoplus_{i=1}^{m} D_i \). We define the discretised fuzzy variables \( a_i \) for all the subdomains as

\[
a_i = a(r); \quad r \in D_i, \quad \forall i = 1, 2, \ldots, m \tag{41}
\]

In this way we effectively discretised \( a(r) \) in to a finite number of fuzzy variables. Symbolically we can write

\[
a = \bigoplus_{i=1}^{m} a_i \tag{42}
\]

where \( \bigoplus \) denotes the sum taking the subdomains in Eq. (41) into account. In Fig. 4(b) the finite element (FE) mesh corresponding to the problem is shown. The finite element (FE) mesh in general will be different from the discretisation of the fuzzy parameter \( a(r) \). Normally a particular subdomain \( D_i \) is expected to contain several finite elements, which implies that the finite element discretisation is expected to be finer compared to the discretisation of the fuzzy parameter. This is due to the fact that the spatial variability of the response quantity is in general expected to be greater than the variability of system parameters. The element stiffness matrix can be obtained following the conventional finite element approach [1] as

\[
K_e = \int_{D_e} a(r)B^{(e)T}(r)B^{(e)}(r) \, dr = a_i \int_{D_i} B^{(e)T}(r)B^{(e)}(r) \, dr; \quad r \in D_i \tag{43}
\]

The second equality arises due to the fact that each element is contained in a single subdomain \( D_i \), that is, none of the elements overlaps into another subdomain. In the above equations \( B^{(e)}(r) \) is a deterministic matrix related to the
shape function used to interpolate the solution within the element \(e\). For elliptic type problems it can be shown [1] that 
\[ \mathbf{B}^{(e)}(\mathbf{r}) = \nabla \mathbf{N}^{(e)}(\mathbf{r}) \]
Suppose \(\bar{a}_i^{(\alpha)}\) and \(\tilde{a}_i^{(\alpha)}\) denotes the lower and upper bound of the fuzzy variable \(\tilde{a}_i\) for a given \(\alpha\)-cut. We transform \(\tilde{a}_i\) into the standard variable \(\zeta_i \in [-1, 1]\) for every \(\alpha\)-cut following Eq. (11) as
\[ a_i^{(\alpha)} = \left( \frac{\tilde{a}_i^{(\alpha)} - \bar{a}_i^{(\alpha)}}{2} \right) \zeta_i + \left( \frac{\tilde{a}_i^{(\alpha)} + \bar{a}_i^{(\alpha)}}{2} \right) \]
Substituting this into Eq. (43) we have
\[ \mathbf{K}_{x}^{(\alpha)} = \mathbf{K}_{x0}^{(\alpha)} + \zeta_i \mathbf{K}_{e}^{(\alpha)} \]
where the crisp and fuzzy parts of the element stiffness matrix is given by
\[ \mathbf{K}_{x0}^{(\alpha)} = \left( \frac{\bar{a}_i^{(\alpha)} + \tilde{a}_i^{(\alpha)}}{2} \right) \int_{\mathcal{D}_i} \mathbf{B}^{(e)\top}(\mathbf{r})\mathbf{B}^{(e)}(\mathbf{r}) \, d\mathbf{r} \]
and
\[ \mathbf{K}_{e}^{(\alpha)} = \left( \frac{\tilde{a}_i^{(\alpha)} - \bar{a}_i^{(\alpha)}}{2} \right) \int_{\mathcal{D}_i} \mathbf{B}^{(e)\top}(\mathbf{r})\mathbf{B}^{(e)}(\mathbf{r}) \, d\mathbf{r}; \quad \mathbf{r} \in \mathcal{D}_i \]
The global stiffness matrix can be obtained by the usual finite element assembly procedure [1] and taking account of the domains of the discretised fuzzy variables. The finite element equation for a given \(\alpha\)-cut can be expressed as
\[ \mathbf{K}^{(\alpha)} \mathbf{u}^{(\alpha)} = \mathbf{f} \]
In the preceding equation \(\mathbf{f} \in \mathbb{R}^n\) is the global forcing vector and the global stiffness matrix \(\mathbf{K}^{(\alpha)} \in \mathbb{R}^{n \times n}\) can be expressed as
\[ \mathbf{K}^{(\alpha)} = \mathbf{K}_{0}^{(\alpha)} + \sum_{i=1}^{M} \zeta_i \mathbf{K}_{i}^{(\alpha)} \]
Here \(n\) is the degrees of freedom of the system and it depends on the number of finite element used for the discretisation. In the above equation, the crisp part of the global stiffness matrix
\[ \mathbf{K}_{0}^{(\alpha)} = \bigoplus_{e} \mathbf{K}_{e0}^{(\alpha)} \]
where \(\bigoplus_{e}\) denotes the summation over all the elements. The fuzzy parts of the stiffness matrix related to the variable \(\zeta_j\) can be given by
\[ \mathbf{K}_{j}^{(\alpha)} = \bigoplus_{e: \mathbf{r} \in \mathcal{D}_j} \mathbf{K}_{ej}^{(\alpha)} \]
where \(\bigoplus_{e: \mathbf{r} \in \mathcal{D}_j}\) denotes the summation over those elements for which the domain belongs to \(\mathcal{D}_j\). The parts of the matrix \(\mathbf{K}_{j}^{(\alpha)}\) will contain zeros for which \(\mathbf{r} \notin \mathcal{D}_j\). An expression of the stiffness matrix similar to Eq. (49) can alternatively obtained directly for complex systems where different subsystems may contain different fuzzy variables. In that case \(\mathbf{K}_{j}^{(\alpha)}\) would be block matrices, influenced by only the transformed fuzzy variable \(\zeta_j\) within a particular subsystem. From Eq. (47) observe that the norm of the coefficient matrices \(\mathbf{K}_{j}^{(\alpha)}\) in Eq. (49) is proportional to the difference between the upper and lower values of the interval. This implies that the norm of these matrices would be larger for larger variability. Next we obtain a fuzzy description of the response \(\mathbf{u}\) based on the orthogonal polynomial approach where it can be seen that the coefficient matrices \(\mathbf{K}_{j}^{(\alpha)}\) play a key role.
4.2. Galerkin approach

In Section 3.3 it was shown the a scalar function of fuzzy variables can be projected in the basis of Legendre polynomials. Here this idea is extended to vector functions. The elements of the solution vector \( \mathbf{u}^{(\alpha)} \) in the fuzzy finite element equation (48) can be viewed as nonlinear functions of the variables \( \zeta_j \in [-1, 1] \). Similar to Eq. (22), we project the solution vector \( \mathbf{u}(\zeta) \in \mathbb{R}^n \) in the basis of Legendre polynomials as

\[
\mathbf{u}(\alpha)(\zeta) = \sum_{j=0}^{P-1} \mathbf{u}_j^{(\alpha)} \Psi_j(\zeta)
\]

We aim to obtain the coefficient vectors \( \mathbf{u}_j^{(\alpha)} \in \mathbb{R}^n \) using a Galerkin type of error minimisation approach.

Substituting expansion of \( \mathbf{u}^{(\alpha)}(\zeta) \) in the governing equation (48), the error vector can be obtained as

\[
\mathbf{e}(\alpha) = \left( \sum_{i=0}^{M} \mathbf{K}_i^{(\alpha)} \zeta_i \right) \left( \sum_{j=1}^{P-1} \mathbf{u}_j^{(\alpha)} \Psi_j(\zeta) \right) - \mathbf{f} \in \mathbb{R}^n
\]

where \( \zeta_0 = 1 \) is used to simplify the first summation expression. The expression (52) is viewed as a projection where \( \Psi_j(\zeta) \) are the orthogonal basis functions and \( \mathbf{u}_j^{(\alpha)} \) are the unknown ‘coordinates’ to be determined. We wish to obtain the vectors \( \mathbf{u}_j^{(\alpha)} \) using the Galerkin approach so that the error is made orthogonal to the basis functions, that is, mathematically

\[
\mathbf{e}^{(\alpha)} \perp \Psi_k(\zeta) \quad \text{or} \quad \langle \Psi_k(\zeta), \mathbf{e}^{(\alpha)} \rangle = 0, \quad \forall k = 0, 2, \ldots, P - 1
\]

Imposing this condition and using the expression of \( \mathbf{e}^{(\alpha)} \) from Eq. (53) one has

\[
\left\langle \Psi_k(\zeta), \left( \sum_{i=0}^{M} \mathbf{K}_i^{(\alpha)} \zeta_i \right) \left( \sum_{j=1}^{P-1} \mathbf{u}_j^{(\alpha)} \Psi_j(\zeta) \right) - \mathbf{f} \right\rangle = 0, \quad \forall k = 0, 2, \ldots, P - 1
\]

Interchanging the summation operations, this can be simplified to

\[
\sum_{j=1}^{P-1} \sum_{i=0}^{M} \mathbf{K}_j^{(\alpha)} \langle \zeta_j \Psi_j(\zeta) \Psi_k(\zeta) \rangle \mathbf{u}_j^{(\alpha)} - \langle \Psi_k(\zeta) \mathbf{f} \rangle = 0, \quad \forall k = 0, 2, \ldots, P - 1
\]

Introducing the notations

\[
\mathbf{c}_{ijk} = \langle \zeta_i \Psi_j(\zeta) \Psi_k(\zeta) \rangle \in \mathbb{R} \quad \text{and} \quad \mathbf{f}_k = \langle \Psi_k(\zeta) \mathbf{f} \rangle \in \mathbb{R}^n
\]

one can express Eq. (56) as

\[
\sum_{j=1}^{P-1} \sum_{i=0}^{M} \mathbf{c}_{ijk} \mathbf{K}_j^{(\alpha)} \mathbf{u}_j^{(\alpha)} = \mathbf{f}_k, \quad \forall k = 0, 2, \ldots, P - 1
\]

In this paper the forcing is assumed to be deterministic. Therefore, \( \mathbf{f}_k = \langle \Psi_k(\zeta) \mathbf{f} \rangle = \langle \Psi_k(\zeta) \rangle \mathbf{f} \). Using the definition of the orthogonal functions it can be easily shown that \( \langle \Psi_1(\zeta) \rangle = 1 \) and \( \langle \Psi_k(\zeta) \rangle = 0 \) for any other values of \( k \). The constants \( \mathbf{c}_{ijk} \) can be obtained in closed-form by performing the necessary integrals. It turns out that many of the \( \mathbf{c}_{ijk} \) becomes 0. As an example, for the case two variables with fourth-order homogeneous chaos, the nonzero values of the constants \( \mathbf{c}_{ijk} \) are shown in Table 4. Once the values of \( \mathbf{c}_{ijk} \) and \( \mathbf{f}_k \) are obtained, further defining

\[
\mathbf{K}_{jk}^{(\alpha)} = \sum_{i=0}^{M} \mathbf{c}_{ijk} \mathbf{K}_i^{(\alpha)} \in \mathbb{R}^{n \times n}
\]

one can rewrite Eq. (59) as
Table 4
Values of $c_{jk}$ and $c_{2jk}$ defined in Eq. (57) for two dimensional Legendre polynomial based homogeneous chaos basis up to 4th order.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$k$</th>
<th>$c_{jk}$</th>
<th>$j$</th>
<th>$k$</th>
<th>$c_{2jk}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1/3</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1/3</td>
<td>1</td>
<td>4</td>
<td>1/9</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2/15</td>
<td>2</td>
<td>0</td>
<td>1/3</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1/9</td>
<td>2</td>
<td>5</td>
<td>2/15</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2/15</td>
<td>3</td>
<td>7</td>
<td>1/15</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>3/35</td>
<td>4</td>
<td>1</td>
<td>1/9</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1/9</td>
<td>4</td>
<td>8</td>
<td>2/45</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>2/45</td>
<td>5</td>
<td>2</td>
<td>2/15</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>1/15</td>
<td>5</td>
<td>9</td>
<td>3/35</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3/35</td>
<td>6</td>
<td>11</td>
<td>1/21</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>4/63</td>
<td>7</td>
<td>3</td>
<td>1/15</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>4/63</td>
<td>7</td>
<td>12</td>
<td>2/75</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>1/35</td>
<td>8</td>
<td>4</td>
<td>2/45</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>1/15</td>
<td>8</td>
<td>13</td>
<td>1/35</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>2/75</td>
<td>9</td>
<td>5</td>
<td>3/35</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>1/21</td>
<td>9</td>
<td>14</td>
<td>4/63</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>4/63</td>
<td>11</td>
<td>6</td>
<td>1/21</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>1/35</td>
<td>12</td>
<td>7</td>
<td>2/75</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
<td>2/75</td>
<td>13</td>
<td>8</td>
<td>1/35</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>1/21</td>
<td>14</td>
<td>9</td>
<td>4/63</td>
</tr>
</tbody>
</table>

For all values of $k$, this equation can be expressed in a matrix form as

$$\sum_{j=1}^{P-1} K_{jk}^{(a)} u_{j}^{(a)} = f_{k}, \quad \forall k = 0, 2, \ldots, P - 1$$

(61)

For all values of $k$, this equation can be expressed in a matrix form as

$$
\begin{bmatrix}
K_{0,0}^{(a)} & K_{0,1}^{(a)} & \cdots & K_{0,P-1}^{(a)} \\
K_{1,0}^{(a)} & K_{1,1}^{(a)} & \cdots & K_{1,P-1}^{(a)} \\
\vdots & \vdots & \ddots & \vdots \\
K_{P-1,0}^{(a)} & K_{P-1,1}^{(a)} & \cdots & K_{P-1,P-1}^{(a)}
\end{bmatrix}
\begin{bmatrix}
u_{0}^{(a)} \\
u_{1}^{(a)} \\
\vdots \\
u_{P-1}^{(a)}
\end{bmatrix} =
\begin{bmatrix}
f_{0} \\
f_{1} \\
\vdots \\
f_{P-1}
\end{bmatrix}
$$

(62)

or in a compact notation

$$
\mathbf{K}^{(a)} \mathbf{u}^{(a)} = \mathbf{f}
$$

(63)

where $\mathbf{K}^{(a)} \in \mathbb{R}^{nP \times nP}$, $\mathbf{u}^{(a)}, \mathbf{f} \in \mathbb{R}^{nP}$. This equation needs to be solved for every $\alpha$-cut. Once all $u_{j}^{(a)}$ for $j = 0, 2, \ldots, P - 1$ are obtained, the solution vector can be obtained from (52) for every $\alpha$-cut. The fuzzy description of the vector $\mathbf{u}$ can be obtained by obtaining minimum and maximum values of $u_{j}^{(a)}$ for all $\alpha$-cuts. In this way the complete fuzzy description of the solution can be obtained by using the proposed orthogonal function approach.

4.3. Model reduction

The main computational challenge posed by the method proposed here is the solution of the set of linear equations in (62), which of size $nP$. The value of the number of terms $P$ depends on the number of fuzzy variables $M$ and the order of the chaos expansion $r$ as given by Eq. (23). In Table 5 some values of $P$ are shown for different numbers of fuzzy variables and order of chaos expansions. It can be seen that $P$ increases significantly with $M$ and $r$. The value of $n$ depends on the finite element discretisation and can be large for complex problems. Therefore for practical problems $nP$ can be very large. For large systems with many fuzzy variables, the solution of Eq. (62) can be a formidable task as one needs to solve Eq. (62) for every $\alpha$-cut. The computational complexity of the matrix inversion problem scales in cubically with the dimension of the matrix in the worse case [47]. Therefore, the computational time for solving Eq. (62) is in $O(P^3n^3)$. Since $P$ is fixed by Eq. (23), we aim to reduce the dimension of the system using an eigensolution decomposition.
Table 5
Values of the number of terms $P$ for different number of fuzzy variables ($M$) and order of chaos expansion $r$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>1st order ($r = 1$)</th>
<th>2nd order ($r = 2$)</th>
<th>3rd order ($r = 3$)</th>
<th>4th order ($r = 4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3 4 6 11 21 51 101</td>
<td>6 10 21 66 231 1326 5151</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10 20 56 286 1771 23 426 176 851</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>15 35 126 1001 10 626 316 251 4 598 126</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To illustrate the motivation behind the proposed reduced method, first consider the deterministic system for a given $\alpha$-cut

$$K_0^{(\alpha)} u_0^{(\alpha)} = f$$  \hspace{1cm} (64)

For most finite element applications, $K_0^{(\alpha)}$ is a symmetric and positive definite matrix. Its eigenvalues are positive and its eigenvectors form a complete orthonormal basis. The eigenvalue problem can be expressed as

$$K_0^{(\alpha)} \phi_k = \lambda_0^{(\alpha)} \phi_k, \quad k = 1, 2, \ldots n$$  \hspace{1cm} (65)

For notational convenience, define the matrix of eigenvalues and eigenvectors

$$A_0^{(\alpha)} = \text{diag}[\lambda_0^{(\alpha)}, \lambda_0^{(\alpha)}, \ldots, \lambda_0^{(\alpha)}] \in \mathbb{R}^{n \times n} \quad \text{and} \quad \Phi^{(\alpha)} = [\phi_1^{(\alpha)}, \phi_2^{(\alpha)}, \ldots, \phi_n^{(\alpha)}] \in \mathbb{R}^{n \times n}$$  \hspace{1cm} (66)

Eigenvalues are ordered in the ascending order so that $\lambda_0^{(\alpha)} < \lambda_0^{(\alpha)} < \cdots < \lambda_0^{(\alpha)}$. Since $\Phi^{(\alpha)}$ is an orthogonal matrix we have $\Phi^{-1} = \Phi^{T}$ so that the following identities can be easily established

$$\Phi^{(\alpha)T} K_0^{(\alpha)} \Phi^{(\alpha)} = A_0^{(\alpha)}, \quad K_0^{(\alpha)} = \Phi^{(\alpha)T} A_0^{(\alpha)\Phi^{-1}(\alpha)} \quad \text{and} \quad K_0^{(\alpha)^{-1}} = \Phi^{(\alpha)} A_0^{(\alpha)^{-1} \Phi^{-1}(\alpha)}$$  \hspace{1cm} (67)

Using these, the solution of Eq. (64) can be expressed as

$$u_0^{(\alpha)} = K_0^{(\alpha)^{-1}} f = \Phi^{(\alpha)} A_0^{(\alpha)^{-1}} \left( \Phi^{(\alpha)T} f \right) = \sum_{k=1}^{n} \frac{\phi_k^{(\alpha)T} f}{\lambda_0^{(\alpha)}} \phi_k^{(\alpha)}$$  \hspace{1cm} (68)

The series (68) can be truncated based on the magnitude of the eigenvalues as the higher terms becomes smaller. Therefore one could only retain the dominant terms in the series. A similar model reduction technique has been widely used within the proper orthogonal decomposition method [48] where the eigenvalues of a symmetric positive definite matrix are used. One can select a small value $\epsilon$ such that $\lambda_0^{(\alpha)} / \lambda_0^{(\alpha)} < \epsilon$ for some value of $p$. Therefore, truncating the series in (68) one can have

$$u_0^{(\alpha)} \approx \sum_{j=1}^{p} \frac{\phi_j^{(\alpha)T} f}{\lambda_0^{(\alpha)}} \phi_j^{(\alpha)}$$  \hspace{1cm} (69)

We use this simple idea to develop the model reduction approach.

We form the reduced matrix of dominant eigenvalues and eigenvectors as

$$A_0^{(\alpha)} = \text{diag}[\lambda_0^{(\alpha)}, \lambda_0^{(\alpha)}, \ldots, \lambda_0^{(\alpha)}] \in \mathbb{R}^{p \times p} \quad \text{and} \quad \Phi_p^{(\alpha)} = [\phi_1^{(\alpha)}, \phi_2^{(\alpha)}, \ldots, \phi_p^{(\alpha)}] \in \mathbb{R}^{n \times p}$$  \hspace{1cm} (70)

Let us introduce the transformation

$$u(\zeta) = \Phi_p^{(\alpha)} y(\zeta)$$  \hspace{1cm} (71)

where $y \in \mathbb{R}^p$ is the new unknown fuzzy vector to be determined. Substituting in the original equation (48) and premultiplying by $\Phi_p^{(\alpha)T}$ we have

$$\begin{bmatrix} A_p^{(\alpha)} + \sum_{i=1}^{M} \zeta_i \tilde{K}_i^{(\alpha)} \end{bmatrix} y(\zeta) = \tilde{f}$$  \hspace{1cm} (72)
where the transformed reduced matrices and vector are given by
\[ \tilde{K}^{(\alpha)}_i = \Phi_p^{(\alpha)\top} K_i \Phi_p^{(\alpha)} \in \mathbb{R}^{p \times p}; \quad i = 1, 2, \ldots, M \quad \text{and} \quad \tilde{f} = \Phi_p^{(\alpha)\top} f \] (73)
The main idea is to expand the reduced fuzzy vector \( y(\zeta) \) with a Legendre Polynomial Chaos expansion. For a selected order, the polynomial \( \Psi_k(\zeta) \) will be identical to the ones used for the system with all the degrees of. Therefore, we have
\[ y^{(\alpha)}(\zeta) = \sum_{j=0}^{p-1} y_j^{(\alpha)} \Psi_j(\zeta) \] (74)
The unknown vectors \( y_j^{(\alpha)} \) can be obtained by substituting \( y^{(\alpha)}(\zeta) \) from the above expressions into the reduced (72) and minimising the error using the standard Galerkin approach [2]. It can be shown that we need to solve a \( pP \times pP \) system of linear equation to obtain all \( y_j^{(\alpha)} \in \mathbb{R}^p \):
\[
\begin{bmatrix}
\tilde{K}^{(\alpha)}_{0,0} & \tilde{K}^{(\alpha)}_{0,1} & \cdots & \tilde{K}^{(\alpha)}_{0,P-1} \\
\tilde{K}^{(\alpha)}_{1,0} & \tilde{K}^{(\alpha)}_{1,1} & \cdots & \tilde{K}^{(\alpha)}_{1,P-1} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{K}^{(\alpha)}_{P-1,0} & \tilde{K}^{(\alpha)}_{P-1,1} & \cdots & \tilde{K}^{(\alpha)}_{P-1,P-1}
\end{bmatrix}
\begin{bmatrix}
y_0^{(\alpha)} \\
y_1^{(\alpha)} \\
\vdots \\
y_{P-1}^{(\alpha)}
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{f}_0 \\
\tilde{f}_1 \\
\vdots \\
\tilde{f}_{P-1}
\end{bmatrix}
\] (75)
Once \( y_j^{(\alpha)} \) are obtained by solving Eq. (75), they can be substituted in the polynomial expansion (74) to obtain the response in the reduced coordinate \( y^{(\alpha)}(\zeta) \). The response in the original coordinate can be obtained by the transformation (71). For many practical problems \( p \ll n \). Since the computational complexity of the matrix inversion problem scales in cubically with the dimension of the matrix, \( \mathcal{O}(P^3p^3) \approx \mathcal{O}(P^3n^3) \). As a result the reduced approach for every \( \alpha \)-cut can offer significant overall computational reduction. This is discussed further in the numerical examples later in the next section.

5. Numerical examples

5.1. Problem description

To illustrate the proposed method, we consider the axial deformation of a rod subjected to a constant pulling force [32]. The equilibrium equation can be expressed by
\[ \frac{-\partial}{\partial x} \left\{ EA(x) \frac{\partial u(x)}{\partial x} \right\} = f(x) \] (76)
where \( u(x) \) is the axial deformation and \( EA(x) \) is the axial rigidity of the rod. We consider the axial rigidity as a fuzzy parameter. It is assumed that the value of \( EA(x) \) is constant with respect to \( x \) between two non-overlapping subdomains, defined as
\[ D_1 \equiv [0, L_1] \quad \text{and} \quad D_2 \equiv [L_1, L_2] \] (77)
The total length of the rod is \( L = L_1 + L_2 \). We therefore define two fuzzy variables depending on the value of \( x \) as
\begin{align}
EA(x) &= EA_1, \quad x \in D_1 \\
EA(x) &= EA_2, \quad x \in D_2
\end{align}
(78) (79)
It is considered that the rod is fixed at one end as is being pulled at the pother end. The system to be studied is shown in Fig. 5. The total length of the rod is assumed to be \( L = 2 \) m. The length of the two subdomains are respectively \( L_1 = 1 \) m and \( L_2 = 1 \) m. The crisp values of the axial rigidities of the two sections are \( EA_1 = 20 \times 10^7 \) N, \( EA_2 = 5 \times 10^7 \) N. The applied forcing is assumed to be \( F = 1 \) kN. For the numerical calculations, each section is divided into 50 finite elements. The total degrees of freedom of the system, that is the dimension \( n = 100 \). We are interested in the fuzzy description of the deformation of the rod \( u(x) \). In the following sections two cases are considered, namely (a) when the membership functions are linear (that is, the intervals in the fuzzy variable change linearly with \( \alpha \)), and (b) when the membership functions are nonlinear (that is, the intervals in the fuzzy variable change nonlinearly with \( \alpha \)). Further, the reduced computational approach proposed before is also illustrated numerically.
Fig. 5. A cantilever rod subjected to an axial force modelled using two fuzzy variables. Numerical values for the problem are selected as: \( L_1 = 1 \text{ m} \), \( L_2 = 1 \text{ m} \), crisp values \( \overline{EA}_1 = 20 \times 10^7 \text{ N} \), \( \overline{EA}_2 = 5 \times 10^7 \text{ N} \), \( F = 1 \text{ kN} \). The linear (triangular) membership functions for the two variables are shown in the figure.

5.2. Fuzzy variables with linear membership functions

We consider the simplest case when the two fuzzy variables \( EA_1 \) and \( EA_2 \) have linear membership functions. For this case the intervals of the fuzzy variables vary linearly with \( \alpha \). The variation is shown in Fig. 5. At \( \alpha = 0 \) we have the maximum variability

\[
18 \times 10^7 \leq EA_1 \leq 26 \times 10^7 \quad \text{and} \quad 4 \times 10^7 \leq EA_2 \leq 6 \times 10^7
\]

This implies a variability between \(-10\%\) and \(30\%\) for \( EA_1 \) and \( \pm 20\%\) for \( EA_2 \). The maximum and minimum values of the interval for a given \( \alpha \)-cut can be described for the two fuzzy variables as

\[
\begin{align*}
EA_{1\text{min}} &= \overline{EA}_1(0.9 + 0.1\alpha) \quad \text{and} \quad EA_{1\text{max}} = \overline{EA}_1(1.3 - 0.3\alpha) \\
EA_{2\text{min}} &= \overline{EA}_2(0.8 + 0.2\alpha) \quad \text{and} \quad EA_{2\text{max}} = \overline{EA}_2(1.2 - 0.2\alpha)
\end{align*}
\]

The membership functions for both fuzzy variables are triangular in nature, with \( EA_1 \) is nonsymmetric while \( EA_2 \) is symmetric. Substituting the value of \( EA(\alpha) \) into Eq. (76) and discretising using the finite element method we have

\[
K = K_0 + \zeta_1 K_1^{(\alpha)} + \zeta_2 K_2^{(\alpha)}
\]

Here \( K_0 \in \mathbb{R}^{100 \times 100} \) is the stiffness matrix corresponding to the crisp values, \( K_1^{(\alpha)} \) and \( K_2^{(\alpha)} \) are the coefficient matrices corresponding to a given \( \alpha \)-cut. The matrices \( K_1^{(\alpha)} \) and \( K_2^{(\alpha)} \) are block matrices corresponding to length \( L_1 \) and \( L_2 \) as shown in Fig. 5.

We consider the fuzzy description of the displacement response of the rod at two points, namely at the mid point (where the section area changes) and at the end point. For the numerical calculations, 11 values, uniformly spaced at different \( \alpha \)-cuts (0, 0.1, 0.2, \ldots, 1.0) are selected. Results obtained from the proposed Legendre polynomial based approach are compared to the direct simulation results in Fig. 6. We solve Eq. (62) to obtain \( u_j^{(\alpha)} \) for all the 10 values of \( \alpha \)-cuts (\( \alpha = 0 \) is the crisp case for which the polynomial expansion is not necessary). For the first-, second- and fourth-order polynomial approximations with two variables, 3, 6 and 15 terms are necessary (see Table 5). This in turn results in the dimension of Eq. (62) as 300, 600 and 1500 respectively. For the direct simulation approach, Eq. (48) is solved for different 5000 values of \( \zeta_1 \) and \( \zeta_2 \) and maximum and minimum values are taken from all the output values for each \( \alpha \)-cuts. It can be seen that except the first-order approach, the proposed orthogonal polynomial
method matched with the direct simulation results very well. The percentage errors corresponding to the responses at the two points shown in Fig. 6, are given in Table 6 and Table 7 respectively. The percentage errors are calculated by considering the direct simulation results as the benchmarks. One can observe that the error is zero up to 4th decimal place for higher values of $\alpha$-cut. For very low values of $\alpha$-cut and with the first-order approximation, some errors can be observed. Therefore, we conclude that a second or higher order approximation is reasonable for this problem.

5.3. Fuzzy variables with nonlinear membership functions

Now we consider the case when the two fuzzy variables $EA_1$ and $EA_2$ have nonlinear membership functions. Therefore, the intervals of both the fuzzy variables vary nonlinearly with $\alpha$. The variation is shown in Fig. 7. These nonlinear membership functions are selected for illustrative purposes only. One can choose any other membership functions as the method proposed is independent of this choice. At $\alpha = 0$ we have the maximum variability

$$16 \times 10^7 \leq EA_1 \leq 28 \times 10^7 \quad \text{and} \quad 3.5 \times 10^7 \leq EA_2 \leq 7 \times 10^7 \quad (84)$$

This implies a variability between $-20\%$ and $40\%$ for $EA_1$ and $-30\%$ and $40\%$ for $EA_2$. The maximum and minimum values of the interval for a given $\alpha$-cut can be described for the two fuzzy variables as
Table 7
Percentage error in the displacement at the end point of the rod computed using different order of Legendre polynomial based homogeneous chaos.

<table>
<thead>
<tr>
<th>α-cut</th>
<th>1st order</th>
<th>2nd order</th>
<th>4th order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>0.0</td>
<td>2.8522</td>
<td>2.4338</td>
<td>0.3426</td>
</tr>
<tr>
<td>0.1</td>
<td>2.2891</td>
<td>1.9846</td>
<td>0.2471</td>
</tr>
<tr>
<td>0.2</td>
<td>1.7931</td>
<td>1.5795</td>
<td>0.1719</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3618</td>
<td>1.2187</td>
<td>0.1141</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9930</td>
<td>0.9028</td>
<td>0.0713</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6848</td>
<td>0.6325</td>
<td>0.0410</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4354</td>
<td>0.4086</td>
<td>0.0208</td>
</tr>
<tr>
<td>0.7</td>
<td>0.2435</td>
<td>0.2321</td>
<td>0.0087</td>
</tr>
<tr>
<td>0.8</td>
<td>0.1076</td>
<td>0.1043</td>
<td>0.0026</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0268</td>
<td>0.0264</td>
<td>0.0003</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Fig. 7. Fuzzy description of the axial stiffness parameters $AE_1$ and $AE_2$ with nonlinear membership functions showing nonlinear variability of the intervals with $\alpha$. The crisp values are same as the previous case of linear membership functions, that is, $EA_1 = 20 \times 10^7$ N, $EA_2 = 5 \times 10^7$ N.

$$EA_{1\text{min}} = \overline{E}A_1(0.8 + 0.2\alpha^2) \quad \text{and} \quad EA_{1\text{max}} = \overline{E}A_1(1.4 - 0.2\alpha - 0.2\alpha^2)$$  \hspace{1cm} (85)

$$EA_{2\text{min}} = \overline{E}A_2(0.7 + 0.6333\alpha - 0.3333\alpha^2) \quad \text{and} \quad EA_{2\text{max}} = \overline{E}A_2(1.4 - 0.6\alpha + 0.2\alpha^2)$$  \hspace{1cm} (86)

For every $\alpha$-cut, we form the matrix $K_{ij}^{(\alpha)}$ and $K_{ij}^{(\alpha)}$ matrices for $i = 1, 2$. We solve Eq. (62) to obtain $u_j^{(\alpha)}$ for all the values of $\alpha$-cuts. Recall that for this problem, the dimension of Eq. (62) for the first-, second- and fourth-order approximations are 300, 600 and 1500 respectively. Results obtained form the proposed Legendre polynomial based approach is compared to the direct simulation results in Fig. 8. As expected, the fuzzy responses at both the points also vary nonlinearly with respect to different values of $\alpha$. Like the previous case, the results obtained by the second- and fourth-order chaos method are very accurate with respect to the direct simulation results. The percentage errors corresponding the responses at two points shown in Fig. 8, are given by Table 8 and Table 9 respectively. It can be observed that the error is very small up to 4th decimal place for higher values of $\alpha$-cut. For very low values of $\alpha$-cut and with the first-order approximation, one observes some noticeable errors. Overall, however, the errors are slightly greater compared to the linear case discussed in the previous subsection. From the point of view of accuracy necessary for engineering problems, second- or higher-order methods are acceptable for this problem.
Fig. 8. Fuzzy description of the response of the rod at two points computed using different order of Legendre polynomial based homogeneous chaos and direct simulation when the fuzzy input parameters have nonlinear membership functions.

### Table 8
Percentage error in the displacement at the mid point of the rod computed using different order of Legendre polynomial based heterogeneous chaos when the fuzzy input parameters have nonlinear membership functions.

<table>
<thead>
<tr>
<th>$\alpha$-cut</th>
<th>1st order</th>
<th>2nd order</th>
<th>4th order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>0.0</td>
<td>5.7702</td>
<td>4.6147</td>
<td>0.9698</td>
</tr>
<tr>
<td>0.1</td>
<td>5.3825</td>
<td>4.3362</td>
<td>0.8752</td>
</tr>
<tr>
<td>0.2</td>
<td>4.8477</td>
<td>3.9468</td>
<td>0.7498</td>
</tr>
<tr>
<td>0.3</td>
<td>4.1917</td>
<td>3.4602</td>
<td>0.6047</td>
</tr>
<tr>
<td>0.4</td>
<td>3.4492</td>
<td>2.8966</td>
<td>0.4531</td>
</tr>
<tr>
<td>0.5</td>
<td>2.6630</td>
<td>2.2826</td>
<td>0.3088</td>
</tr>
<tr>
<td>0.6</td>
<td>1.8824</td>
<td>1.6524</td>
<td>0.1845</td>
</tr>
<tr>
<td>0.7</td>
<td>1.1628</td>
<td>1.0489</td>
<td>0.0901</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5647</td>
<td>0.5253</td>
<td>0.0307</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1536</td>
<td>0.1479</td>
<td>0.0044</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### Table 9
Percentage error in the displacement at the end point of the rod computed using different order of Legendre polynomial based heterogeneous chaos when the fuzzy input parameters have nonlinear membership functions.

<table>
<thead>
<tr>
<th>$\alpha$-cut</th>
<th>1st order</th>
<th>2nd order</th>
<th>4th order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>0.0</td>
<td>8.3824</td>
<td>6.4511</td>
<td>1.6960</td>
</tr>
<tr>
<td>0.1</td>
<td>5.8512</td>
<td>4.6738</td>
<td>0.9905</td>
</tr>
<tr>
<td>0.2</td>
<td>4.0267</td>
<td>3.3409</td>
<td>0.5718</td>
</tr>
<tr>
<td>0.3</td>
<td>2.7137</td>
<td>2.3410</td>
<td>0.3249</td>
</tr>
<tr>
<td>0.4</td>
<td>1.7753</td>
<td>1.5930</td>
<td>0.1804</td>
</tr>
<tr>
<td>0.5</td>
<td>1.1126</td>
<td>1.0373</td>
<td>0.0963</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6533</td>
<td>0.6306</td>
<td>0.0478</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3441</td>
<td>0.3415</td>
<td>0.0205</td>
</tr>
<tr>
<td>0.8</td>
<td>0.1468</td>
<td>0.1482</td>
<td>0.0065</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0363</td>
<td>0.0367</td>
<td>0.0009</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
In this section we investigate the efficiency and accuracy of the reduced method proposed in Section 4.3. The finite element model of the system has \( n = 100 \) degrees of freedom. For the reduced model, we are taking the first 20 eigenmodes so that \( p = 20 \). As a result, the dimension of the reduced set of equations in (75) becomes 60, 120 and 300 respectively for the first-, second- and fourth-order approximations. This amounts to a reduction of 80% of the original system in Eq. (62) which has dimensions of 300, 600 and 1500 for the corresponding approximations. The fuzzy description of the response of the rod at two points computed using different order of reduced Legendre polynomial based homogeneous chaos and direct simulation are shown in Fig. 9. Nonlinear membership functions, as considered in the previous subsection, are used as examples. The results follow a trend similar to the one in the previous examples, that is, acceptable accuracies are obtained except for the first-order approach. The corresponding error for the two points are shown in Tables 10, 11. The errors are relatively higher compared to the case with all the degrees of freedom discussed in the previous subsection. But considering that computational burden is about 80% less, this is an acceptable tradeoff. In Fig. 10 we show the structure of the matrices arising the Galerkin method for the full and reduced approaches for the fourth-order approximation. has dimension 1500 while the reduced matrix has dimension 300. In spite of this reduction, the accuracy of the numerical results are acceptable for this example.
Table 11
Percentage error in the displacement at the end point of the rod computed using different order of reduced Legendre polynomial based homogeneous chaos.

<table>
<thead>
<tr>
<th>α-cut</th>
<th>1st order</th>
<th>2nd order</th>
<th>4th order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>0.0</td>
<td>8.9000</td>
<td>6.9922</td>
<td>1.1487</td>
</tr>
<tr>
<td>0.1</td>
<td>6.3851</td>
<td>5.2183</td>
<td>0.4418</td>
</tr>
<tr>
<td>0.2</td>
<td>4.5716</td>
<td>3.4381</td>
<td>0.3016</td>
</tr>
<tr>
<td>0.3</td>
<td>3.2661</td>
<td>2.3904</td>
<td>0.3835</td>
</tr>
<tr>
<td>0.4</td>
<td>2.3327</td>
<td>2.1439</td>
<td>0.3797</td>
</tr>
<tr>
<td>0.5</td>
<td>1.6733</td>
<td>1.5893</td>
<td>0.4666</td>
</tr>
<tr>
<td>0.6</td>
<td>1.2157</td>
<td>1.1833</td>
<td>0.5165</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9070</td>
<td>0.8950</td>
<td>0.5439</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7089</td>
<td>0.7027</td>
<td>0.5566</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5967</td>
<td>0.5926</td>
<td>0.5598</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5578</td>
<td>0.5578</td>
<td>0.5578</td>
</tr>
</tbody>
</table>

Fig. 10. The structure of the matrices arising the Galerkin method for the full and reduced approaches for the fourth-order approximation. The full matrix has dimension 1500 while the reduced matrix has dimension 300.

6. Conclusions

Uncertainty propagation in complex systems with fuzzy variables is considered. An orthogonal function expansion approach in conjunction with Galerkin type error minimisation is proposed. This method has three major steps: (a) transformation of a fuzzy variable into a set of interval variables for different α-cuts via the membership function, (b) transformation of interval variables into a standard interval variable between [−1, 1] for each α-cut, and (c) projection of the response function in the basis of multivariate orthogonal Legendre polynomials in terms of the transformed standard interval variables. The coefficients associated with the basis functions are obtained using a Galerkin type of error minimisation. Depending on the number of bases retained in the series expansion, it is shown that various orders of approximation can be obtained. Closed-form expressions for the case of two fuzzy variables with up to fourth-order
approximations have been derived. The analytical technique can be extended to more variables with higher-order approximations, albeit with higher computational cost.

The method is first illustrated using scalar functions of multiple fuzzy variables. Good agreement with the results obtained from the direct numerical simulations was observed. A computational method is proposed for elliptic type fuzzy finite element problems, where the technique is generalised to vector valued functions with multiple fuzzy variables. For a given \( \alpha \)-cut, the stiffness matrix is expressed as a series involving standard interval variables and coefficient matrices. This novel representation significantly simplifies the problem of response prediction via the proposed multivariate orthogonal Legendre polynomials expansion technique. The coefficient vectors in the polynomial expansion are calculated from the solution of an extended set of linear algebraic equations. An eigenfunction based model reduction technique is proposed to obtain the coefficient vectors in an efficient way. A numerical example of axial deformation of a rod with fuzzy axial stiffness is considered to illustrate the proposed methods. Linear and nonlinear membership functions are used and the results are compared with direct numerical simulation results. The reduced approach proposed here is applied with a dimension reduction of 80%. Excellent accuracy has been observed for the second- and fourth-order approximations using the normal as well as the reduced approach.

The spectral method proposed in this paper can propagate fuzzy uncertainty in a mathematically rigorous and general manner similar to what is available for propagation of probabilistic uncertainty. The main computational cost involves the solution of an extended set of linear algebraic equations necessary to obtain the coefficients associated with the polynomial basis functions. Future research is necessary to develop computationally efficient methods to deal with this problem arising in systems with a large number of fuzzy variables.
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