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Coupled lattice Boltzmann method and discrete element modelling
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SUMMARY

This paper presents essential numerical procedures in the context of the coupled lattice Boltzmann (LB)
and discrete element (DE) solution strategy for the simulation of particle transport in turbulent fluid flows.
Key computational issues involved are (1) the standard LB formulation for the solution of incompressible
fluid flows, (2) the incorporation of large eddy simulation (LES)-based turbulence models in the LB
equations for turbulent flows, (3) the computation of hydrodynamic interaction forces of the fluid and
moving particles; and (4) the DE modelling of the interaction between solid particles. A complete list is
provided for the conversion of relevant physical variables to lattice units to facilitate the understanding
and implementation of the coupled methodology. Additional contributions made in this work include the
application of the Smagorinsky turbulence model to moving particles and the proposal of a subcycling time
integration scheme for the DE modelling to ensure an overall stable solution. A particle transport problem
comprising 70 large particles and high Reynolds number (around 56 000) is provided to demonstrate the
capability of the presented coupling strategy. Copyright © 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Particle transport in fluid flows has a wide range of applications in science and engineering. The
development of an effective numerical modelling framework for this type of problem is, however,
very challenging due to the inherent complexity in the problem.

The numerical treatment of particle transport problems may crucially depend on the size of
particles in relation to domain/mesh size. For small particle sizes, as occur in fluidized beds for
example, effective methods have been developed based on background fluid grids in which the
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fluid-phase hydrodynamics is described by the volume-averaged (compressible) Navier—Stokes
equations; empirical-based fluid—particle forces are applied to particles residing within a particular
grid cell, which in turn determines the local porosity of the cell to be used in the fluid-phase
computation [1, 2]. However, for problems in which particle sizes are large and extend over more
than one grid/element size—given the need for a minimum grid/element size to resolve the fluid
problem—alternative solution strategies must be adopted.

Over the last two decades, substantial effort has been made in the development of various nu-
merical techniques to model fluid—particle interactions along with significant advances in effective
computational solution procedures for general Navier—Stokes equations. One notable example is
the work of Tezduyar and co-workers. They develop a general space—time finite element method
for moving boundary and interface problems (see [3] for a review), which is also suitable for
fluid—particle systems. Such a method seeks to achieve high accuracy in modelling the interaction
between fluid and particles. It is therefore a valuable predictive tool for establishing the relationship
between particle—fluid interaction force and the characteristics of fluid flow particles. Although
it has been employed to simulate problems involving many particles, it may not be sufficiently
effective for modelling practical problems with a large number of particles, particularly in 3D
cases. Due to its Lagrangian nature, the main computational obstacle with this method is the need
to continuously create new geometrically adapted meshes to circumvent severe mesh distortion,
which is very computationally intensive, particularly in 3D situations. An even greater challenge
is the generation of a valid mesh for (locally) dense particle flows where particle ‘kissing’ or
collision may be a dominant physical phenomenon. Also note that many simulated flow problems
are laminar with low Reynolds numbers, while practical particle transport problems are mainly of
a turbulent nature.

In addition to conventional finite element and finite volume-based fluid solvers, the lattice
Boltzmann (LB) method has emerged as a powerful alternative tool for the solution of fluid flows.
Originally proposed in the 1980s as an improvement of general lattice gas modelling techniques,
the LB method can be viewed as a ‘micro-particle’-based explicit time-stepping procedure for
the solution of incompressible fluid flows, using a fixed regular grid. Detailed theoretical analysis
has placed the LB method on a solid foundation, and a large number of numerical validations
have also been conducted to assess its accuracy. See [4] and the references therein for a com-
prehensive review. From a computational point of view, the Eulerian and explicit natures of the
LB method make it particularly suitable for fluid—particle problems, and large sized particles can
be readily accommodated within its framework. With Ladd’s modification [5] to the so-called
bounce-back rule to enforce the essential ‘no-slip’ boundary condition between the fluid and
moving particles, the LB method has been successfully applied to practical problems, especially
particle suspensions. A distinct advantage of the LB method over conventional methods lies in its
capability of modelling problems with complex interior fluid domains and with a large number of
particles.

The standard LB formulation is developed for laminar flows at low Reynolds numbers (typi-
cally around 100 or less). Many engineering problems nevertheless exhibit turbulence behaviour.
Recently, limited attempts have been made to incorporate some existing turbulence models into
the LB framework. The conventional large eddy simulation (LES) approach with a one-parameter
Smagorinsky subgrid model [6] appears to be the simplest to apply; the more supplicated two-
parameter x—¢ turbulence model [7] has also been considered. The current development in this
aspect can be found, for instance, in [7—10]. It is highlighted that most reported work deals with
problems with stationary particles/obstacles.
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In many LB simulations of particle—fluid problems, the inter-particle interactions are either
ignored or simply treated. However, more accurate resolutions are required for particle interactions
in most practical applications. Employing the discrete element method (DEM), another numerical
solution strategy developed particularly for discrete and particulate systems, to more accurately
account for particle interactions has led naturally to a combined LB—DE solution procedure. The
explicit nature of both LB and DE methods makes them an ideal partner from the computation and
implementation points of view. Such a coupled methodology was first proposed by Cook ez al. [11]
in simulating particle—fluid systems dominated by particle—fluid and particle—particle interactions,
and proved to be a powerful predictive tool for gaining fundamental insights into many poorly
understood physical phenomena in particle—fluid systems.

This paper attempts to present essential numerical techniques in the context of the combined
LB-DE solution strategy for a successful simulation of particle—fluid systems with a large number
of particles and high Reynolds numbers [12]. Key computational issues involved comprise the
standard LB formulation for fluid flows, the incorporation of turbulence models for high Reynolds
number cases, the interaction description between fluid flows and moving particles, and the DE
modelling of the interaction of solid particles. The majority of the techniques to be presented are
well documented in the literature. However, there exists a rich body of literature on the topic, and so
it is not trivial to identify appropriate techniques for the problems under consideration. Meanwhile,
the differences between two or more available options for either modelling or implementation are
often not clear. It is therefore felt that a relatively comprehensive account of proven working
techniques and their associated defects (if any) for the modelling of particle—fluid systems may
serve as a useful reference for further development.

In addition, various LB formulations in the literature are described in either physical or lattice
units, which may cause confusion to less experienced researchers in the field. A complete list is
thus provided for the conversion between these two unit systems to facilitate the understanding and
implementation of the methodology. Other contributions made in this work include the application
of the one-parameter Smagorinsky subgrid turbulence model to moving particles and the proposal
of a subcycling time integration scheme for the DEM part to ensure an overall stable LB-DE
solution. A particle transport problem involving 70 large particles and high Reynolds number
(around 56 000) is provided to demonstrate the capability of the presented coupling strategy.

2. STANDARD LB FORMULATIONS FOR 2D INCOMPRESSIBLE FLUID FLOWS

This section describes standard LB formulations and associated modelling and implementation
issues for the solution of 2D incompressible fluid flows.

2.1. D2Q9 formulations

Consider a 2D incompressible fluid flow, with density p and kinematic viscosity v, in a rectangular
domain D. The fluid domain is first divided into a regular grid, or lattice, with spacing 4 in both
x and y directions, as shown in Figure 1(a). The fluid phase is then represented as a group of
fluid ‘particles’ residing at lattice nodes that move to the neighbouring nodes along a fixed set
of discrete directions with given discrete velocities at discrete times. In the widely used 2D LB
discretization scheme, the so-called D2Q9 model [13], the fluid particles at each node are allowed
to move to its eight immediate neighbours with eight different velocities e;, (i=1,...,8), as
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(a) (b

Figure 1. LB discretization and D2Q9 model: (a) a standard LB lattice and (b) D2Q9 model.

shown in Figure 1(b). A proportion of the particles can rest at the node, which is equivalent to
moving with a zero velocity ep. Using the numbering system shown in Figure 1(b), these nine
discrete velocity vectors in total are defined as

e0=(0,0)

ni—1 . wi—1
, sin
2 2

2i — 9 2i —9
ei:C<cosn(l4 ),sinn(l4 )> (i=5,...,98)

e,-:C(cos ) i=1,...,4

&)

in which C is termed the lattice speed and given by
C=h/At

with At the discrete time step. The primary variables in the LB formulation are the so-called
fluid density distribution functions, f;, each relating to the probable number of fluid particles
moving with velocity e; along the ith direction at each node. There are thus nine fluid density
distribution functions, f; (i =0, ..., 8), associated with each node in the D2Q9 model. At each
time step, the fluid particles residing at the original node move to the nearest nodes along the
given directions where particle collisions and new distributions take place. The central issue to the
LB formulation is to define the rule that governs the movement of fluid particles in the lattice at
discrete time instances. Following the popular linearized single-relaxation-time BGK formulation
[4], the evolution of the density distribution functions at each time step is given by

At eq .
ﬁ(x+eiAt,t+At)=ﬁ(x,t)—T[fi(x,t)—fi x, )] @=0,...,8) 2)

where for any grid node x, x + e;Ar is its nearest node along the direction i; 7 is a non-
dimensional parameter termed the relaxation time; and fl.eq are the equilibrium distribution functions
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defined as

3
feq:wop<l—2—C2v~v)

3)
3 9 3
eq __ . = I T
/i _w,p<1—|—C2e, v+2C4(e, V) 2sz v) (i=1,...,98)
in which w; are the weighting factors:
Wo=43, WI34=g. Ws67.8= (4)

In addition, the right-hand side of (2) is often denoted by f;(x, z4) and termed the post-collision
distribution.

The LB discrete time evolution equation (2) ensures conservations of total mass and total
momentum of the fluid particles at each lattice node. The computation comprises essentially two
phases: collision and streaming. The collision operation computes the right-hand side of Equation
(2) that only involves the variables associated with each node x, and therefore is a local operation.
The streaming phase then explicitly propagates the updated distribution functions at each node
to its neighbours x + e;Af, where clearly no computations are required and only data exchange
between neighbouring nodes is necessary. These features, together with the explicit time-stepping
nature and the use of a regular grid, make LB computationally efficient, simple to implement and
natural to parallelize.

The macroscopic fluid variables, density p and velocity v, can be recovered from the moments
of the distribution functions as follows:

8 8
p=Xf. V=3 fie 5)
i=0 i=1
while the fluid pressure field p is determined by the following equation of state:
p=Cp (©)

where Cj is termed the fluid speed of sound and is related to the lattice speed C by
Cs=C/V3 )

The kinematic viscosity of the fluid, v, is, however, not directly used in the LB model but implicitly
determined by the discretization and numerical parameters i, At and 7 as

1 1\ h* 1 AP ®
V= — _ = _—= = _ =
3U 72 a3\ 2
2.2. Convergence, stability and model parameter selection

It can be proved that the LB equation (2) recovers the incompressible Navier—Stokes equations to
second order in both space and time [4, 14], which is the theoretical foundation for the success
of the LB method for modelling general fluid flow problems. However, since the LB formula-
tion (2) is obtained by the linearized expansion of the original kinetic theory-based LB equation,
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the resulting macroscopic variables converge to the solution of the incompressible Navier—Stokes
equations with order Ma?, where Ma is termed the ‘computational’ Mach number and defined by

Umax
Ma=——— 9
a4 C ©)

where vpax 1S the maximum simulated velocity in the flow. It is therefore required that
Mak1 (10)

i.e. the lattice speed C should be sufficiently larger than the maximum fluid velocity to ensure a
reasonably accurate solution. In practice, Ma should be, at least, smaller than 0.1.

On the other hand, the pressure state of Equation (6) reveals that the incompressibility of the fluid
is not exactly enforced but satisfied approximately in the LB formulation. In other words, the LB
model can be viewed as a ‘penalty-based’ method that allows a limited degree of compressibility
to occur where the fluid speed of sound Cj or the lattice speed C acts as the penalty value. Again,
a larger value of C will achieve a better approximation to the incompressibility condition.

There are three model parameters in the LB formulation: the lattice spacing 4, the relaxation
time 7 and the time step Az. Relation (8) indicates that the selection of these three parameters
cannot be made independently but has to be related in order to achieve a correct fluid viscosity.
More importantly, the parameters should be chosen such that a desired solution accuracy can be
achieved with reasonable computational costs.

The lattice spacing /2 mainly determines the spatial discretization error of the LB model and
its value has a direct effect on model size and thus computational cost of a simulation. The time
step At will affect the temporal discretization error and the total number of steps required for a
simulation. In general, the solution error may be expressed as O (h?) 4+ O (Ma?); thus to obtain an
effective LB algorithm, the compressibility error (measured by Ma) has to be in balance with the
resolution error (controlled by #).

The relaxation time 7 is the most important model parameter in LB computations. It characterizes
the time-scale behaviour of fluid particle collisions and determines the lattice fluid viscosity v in
the lattice scale:

P=3(1—3) (11
The (true) fluid viscosity and the lattice viscosity have the following relation:

h? )
Vg =\7A—t =VC?At (12)

It is obvious from both (8) and (11) that 7 has to be

N[—

>

7 is also largely responsible for the numerical stability of LB modelling. Generally speaking, a
larger value represents a more viscous fluid and the LB simulation is more stable, whilst a smaller
value corresponds to a less viscous fluid and the LB formulation is more prone to numerical
instability, particularly when 7 is approaching 0.5. This can also be understood from the fact that
the limitation to the value of 7 is imposed by the explicit feature of the LB formulation. It may be
of both theoretical and practical importance if the critical value of 7, up to which a stable solution
can be achieved, is known. Theoretically, this value satisfies an equation but it is highly non-linear

Copyright © 2007 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2007; 72:1111-1134
DOI: 10.1002/nme



COUPLED LATTICE BOLTZMANN METHOD AND DISCRETE ELEMENT MODELLING 1117

and strongly dependent on the actual flow pattern. As a result, it is impractical to attain unless for
a very simple flow case [15, 16].

From a computational point of view, it is more convenient to choose £ and 7 as two independent
parameters and Az as the derived parameter from (8) as

1\ h? v
Ar=(r— =) =p2? (13)
2 ) 3v v

Since there is no a priori error estimation available to determine the appropriate values of 2 and
7 for a fluid flow problem with given fluid viscosity v, the following procedure may have to be
adopted to obtain a convergent solution: (1) Give a spacing 4 mainly from the consideration of
computational costs, choose a value of t from the stability consideration. The time step At is then
determined from (13) and the corresponding lattice speed C can now be calculated. (2) Perform
the LB simulation following (2). If a stable solution is achieved, obtain the maximum fluid velocity
and check the Mach number Ma. If Ma is sufficiently small, a reasonably accurate solution may
have been achieved. Otherwise, 7 needs to be reduced. If the numerical solution is not stable, a
larger T may be needed. Repeat the above procedure until a satisfactory result is obtained.

Equation (13) shows clearly that for a given v, and with 7 (i.e. v) unchanged, reducing / by half
will result in the decrease of Ar by a quarter, thereby doubling the lattice speed C (i.e. reducing
Ma) and leading to a better solution accuracy, but computer costs will quadruple at the same time.
On the other hand, with the lattice speed C unchanged, reducing # will increase the value of t as
shown in (8), thereby enhancing the stability of the LB simulation.

The real challenge is to model fluid flows with a small viscosity, such as water and air. In
these cases either & needs to be very small or 7 has to be very close to 0.5, as is evident from
(8). The former option may give rise to a prohibitively large-scale model, while the latter may
suffer from numerical instability. The underlying problem is that the standard LB method is
formulated for laminar flows, which is not applicable for problems with small kinematic viscosity
as they are associated with large Reynolds numbers, or being turbulent in nature. Inevitably the
LB formulation will diverge in these situations, unless the spatial resolution is comparable to the
small scale of turbulence to be modelled. Therefore, the incorporation of a turbulence model into
the LB formulation is essential for the LB modelling of many practical applications, which will
be elaborated upon in Section 3.

The main disadvantage of the standard LB approach is its inflexibility to employ irregular or
non-uniform meshes. Though some effort has been made to extend the LB formulation to non-
uniform grids [17] or to apply local grid refinement [18], the implications caused by the extension
might sometimes offset the benefits the resulting scheme can offer.

2.3. Lattice coordinates

The LB formulation in the preceding subsections is introduced in the physical unit system, in which
all the relevant physical variables are in their standard units. In the literature, the LB formulation
is often described in lattice units where all the variables can be non-dimensionalized, thereby
offering an implementation advantage. In the present work, the LB method is also implemented
using the lattice units with necessary conversions between the physical and lattice systems. In order
to facilitate the implementation and gain a better understanding of the LB method, a complete list
is given in Appendix A for the conversion of the variables used in the LB model between the two
unit systems, where an overbar ‘”’ is used to indicate a variable in the lattice units.

Copyright © 2007 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2007; 72:1111-1134
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Note that the density distribution functions f; and the relaxation time t are already non-
dimensional and thus remain the same in both systems. In the lattice system, the spacing / and the
time step At are both unity, leading to a unit lattice speed C = 1. The lattice density is defined by

p=p/po

where p is the true fluid density. Theoretically p should be equal to p, but they are slightly different
because the incompressibility is not satisfied exactly. Therefore, p will be close to unity. Also in
the lattice system, the indices of the grid nodes become their coordinates X, and time instances 7
are now integer numbers. Then, the LB equations can be converted to lattice units by replacing
all the variables with their counterparts in the lattice system. For instance, Equation (2) becomes

o _ -1 _ . )
fi(X+ei,t+1)=fi(X,t)—;[fi(x,t)—fieq(x,t)] (i=0,...,8) (14)
and the equilibrium distribution functions fl.eq take the form of

fed=wop(1 - 3v-9)

(15)
fl=w pA+38 - V+ 3@ V> —3V-¥) (=1,....8)

Clearly, both (14) and (15) are simpler and computationally more efficient than (2) and (3).

2.4. Boundary conditions

As velocity and pressure are not primary variables in the LB formulation, the normal pressure,
velocity and mixed boundary conditions cannot be imposed directly, but alternative conditions in
terms of the distribution functions need to be derived. Three basic boundary conditions, including
‘no-slip’, pressure and velocity, are discussed and the equivalent LB conditions are given mainly
following the work of Zou and He [19]. Other boundary conditions, such as periodic and stress-free
conditions, can be found, for instance, in [20, 21]. The discussions will refer to a simple case as
shown in Figure 2(a), where both the top and bottom sides of the domain are assumed to be solid
walls and the left and right are taken as inlet and outlet flow boundaries.

Corner node
Solid nod
"}ﬂ r I ¥ |c£ Lkl- W "I;J':m Wall surface
e ———4— =— —
’) \* Fluid nodes ‘:.J:ELI_}' link fluid node \
Inlet 3 Fluid domain et ‘l&
i A : I | —. «—— solid node
> ““‘- Unknown i 2 1
[, e e ) 4—— | demsity o .
’ 5 e functions :
1 17 *
Cormer node:
e Wall region ; Wall surface
(a) (b)

Figure 2. LB boundary conditions and bounce-back rule: (a) definition and (b) bounce-back rule.
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2.4.1. ‘No-slip’ boundary conditions. The ‘no-slip’ boundary condition at the interface of the fluid
and stationary solid wall can be easily imposed by the so-called bounce-back rule [5]. Suppose
that a solid wall is defined by a set of grid nodes, as shown in Figure 2(a). The nodes lying within
the wall region are called solid nodes and the nodes in the fluid region are fluid nodes. If i is a
link (or direction) between a fluid node and a solid node, the bounce-back rule requires that the
incoming fluid particle from the fluid node be reflected back to the node it comes from, i.e.

f~ixt+ D)= fix,13) (16)

where —i denotes the opposite direction of i. This simple rule ensures that no tangential velocity
exists along the fluid—wall interface; therefore, a ‘no-slip’ condition is imposed. The bounce-back
rule is illustrated in Figure 2(b). Note that the wall boundary is assumed to be situated halfway
between a fluid and solid node so as to achieve second-order accuracy. Otherwise, the accuracy
will be first order. This bounce-back rule works reasonably well for stationary walls and can also
be extended to any shaped wall or obstacle (including stationary particles) in fluid flows. It is this
feature that makes the LB method particularly suitable for the modelling of problems with very
complex boundaries, such as flow through porous media problems.

The bounce-back rule can be accomplished in two slightly different ways that have an implication
on how the LB method is implemented. In the one-step scheme, the bounce-back rule (16) is
enforced in the streaming phase of the current time step for the fluid nodes connected with a
solid node, and all the solid nodes can be excluded from the computation; whereas in the two-step
scheme, condition (16) is accomplished within two time steps. In the streaming phase of the current
time step, f; at the fluid node concerned is first propagated to the related solid node. Then in the
collision phase of the next step, f; is assigned directly to f_; at the solid node, i.e. fieq =0 and
no equilibrium calculation of (3) is performed at the solid node. Thus, f_; is propagated back to
the fluid node in the streaming phase. These two schemes have both advantages and disadvantages
and the two-step scheme is used in the present work.

2.4.2. Pressure boundary conditions. Consider the rectangular domain where the pressure bound-
ary conditions are applied to both inlet (left) and outlet (right) boundaries as shown in Figure 2. The
pressure boundary conditions are imposed by specifying the fluid densities at the flow boundaries.
Suppose that the inlet and outlet densities are p;, and p,, respectively. The key to obtaining the
equivalent LB conditions is to determine all the density functions at the boundary nodes, which
requires the assumption of u, =0 at the boundaries and then the solution of u.

For an inlet boundary node as shown in the figure, the density functions f; (i =2, 3,4,6,7)
are known after streaming, but fi, fs and fs have to be determined. Based on Equation (5) the
following relations hold:

it fit+fs=pn—(o+ 2+ 3+ fa+ fo+ f1) (17
J1+ fs + fs=ppux + (f3 + fo + f71) (18)
fs—fse=—fr+fa—fo+ fr (19)

Further using the bounce-back rule for the non-equilibrium part of the particle distribution normal
to the inlet, it follows that

Ai-=p-5 (20)
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Then the solution is obtained from (17)—(20) as:
ot L+ at 205+ fo+ /D)
Pin
fi=f3+ 3pinita 2
fs=f1=3(fr= f) + §Pintix
fo=fo+ 5(f2 = fa) + §Pinttx

uy=1

Similarly, the unknown density functions f3, f¢ and f7 for the outlet nodes can be computed by

g ot htfat2iit S+ f)

Pout

Uy =

f3= 11 = 5Pouttix (22)
fo=fs — 3(f2 — f4) — & Poutllx
fr=fs+3(fr— f4) — &Poutllx

For the corner nodes, the above formulations are not applicable because of the singularity at the
nodes. Consider the top-left corner node in Figure 2(a) as an example. After streaming, f>, f3 and
fe are known; p is specified, and u, =u, =0. Five unknown density functions fi, fs, f5, f7, f3
need to be determined. Again applying the bounce-back rule to the non-equilibrium part of the
distribution normal to the inlet and the top boundary gives

fi=fi, fa=/fr, fe=Tfe

| (23)
fs=fi=3lp— fo—2(fi + f2+ fo)l

Other corner nodes can be dealt with in a similar way.

2.4.3. Velocity boundary conditions. For velocity boundary conditions, both u, and u are specified
at the relevant flow boundaries. Then all the density functions at the boundary nodes are determined
as in the previous pressure boundary case. A similar procedure can be followed, but the difference
is that the fluid density at the boundary is solved first instead.

For the inlet (left) boundary, f>, f3, fa, f¢ and f7 are known after streaming, while p and
f1. f5, f3 have to be solved. Following the procedure for the pressure boundary conditions, the
solution is obtained as follows:

1
1 — uy

Pin = [fo+ fa+ fa+2(f3+ fo+ f1)]

fi=f3+ 3pinx (24)
fs=f1— %(fz — fa)+ %Pin”x + %Pin“y

fs=fo+ %(fz — fo) + %Pin”x - %Pin“y
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For the outlet (right) boundary,

1
Pout = I—[fo + o+ fa+2(f+ f5+ f3)]
+ uyx

f3=fi = 3Poultx (25)
Jo= 13 — %(fZ = fa) — %poutux + %poutuy
fi=r+ %(fZ = fa) — %poutux - %poutuy

The treatment of corner nodes at the velocity flow boundaries is similar to that of the pressure
boundaries as described in the previous subsection.

3. INCORPORATING A TURBULENCE MODEL INTO LB FORMULATION

Whether a fluid flow is laminar or not is often controlled by the Reynolds number defined by
Re=UL/v (26)

where U is the typical macroscopic velocity of a flow and L is a characteristic length of the
fluid domain. At high Reynolds numbers, a fluid enters turbulent regimes, becoming unsteady and
non-linear. Turbulent flows are characterized by the occurrence of eddies with multiple scales in
space, time and energy. The study of turbulent flows is one of the most active research areas in
computational fluid dynamics (CFD) and a wide range of turbulence models have been put forward
over the last one hundred years.

LES is a well-known turbulence methodology in the engineering field. It aims at directly solving
large spatial-scale turbulent eddies that carry the majority of the energy, while modelling the
smaller-scale eddies using a subgrid model. The separation of these scales is achieved through the
filtering of the Navier—Stokes equations, from which solutions to the resolved scales are obtained.
Unresolved scales can be modelled by, for instance, the widely used one-parameter Smagorinsky
subgrid model [6] that assumes that the Reynolds stress tensor is dependent only on the local
strain rate.

Though the LB method is well established for a variety of fluid flows, turbulence modelling
within the LB framework remains a challenge and only very limited work has been reported.
A simple route to the incorporation of turbulence modelling is to directly apply the concept of
LES to the LB formulation. Following this approach, the filtered form of the LB equation is
expressed as [10]

fix+eAt,t + A= fi(x,1) — Ti[fi(x, H—fix0] (i=0,...,8) (27)

where f, and f;eq represent, respectively, the distribution function and the equilibrium distribution
function at the resolved scale. The effect of the unresolved scale motion is modelled through an
effective collision relaxation time scale ;. Thus, in Equation (27) the total relaxation time should be

T« =T+ T¢

where 1 and 7, are, respectively, the relaxation times corresponding to the true fluid (molecular)
viscosity v and the turbulence viscosity v; defined by a subgrid turbulence model. Accordingly,
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v, 1S given by
1 1\2 1 1\2
Ve =V 4V =3(1a — 5)CAt=3(t+ 17, — 5)C°At

Vit = %thzAt

By employing the Smagorinsky model, the turbulence viscosity v; is explicitly calculated from
the filtered strain rate tensor S‘i ;i =1(0;u; + 0;ii;)/2 and a filter length scale (which is equal to the
lattice spacing h) as

ve=(Sch)*§ (28)

where Sc is the Smagorinsky constant and S the characteristic value of the filtered strain rate

tensor S:
§= /ZS,-J-SU
LJ

An attractive feature of the model is that S can be obtained directly from the second-order moments,
0, of the non-equilibrium distribution function:

. (29)
2pScTy
in which Q can be simply computed by the filtered density functions at the lattice nodes:
~ 8 .
Qij= Y eienj(fk — i (30)
k=1
where eg; is the kth component of the lattice velocity e;. Consequently,
- 31)
2pSctTy

where Q is the filtered mean momentum flux, computed from Q:

0= /2ZQijQij (32)
L]

The above approach is extremely convenient in terms of numerical implementations as it leaves
the LB equation unchanged except for the use of a new turbulent-related viscosity .. By using
this turbulence LB equation with the Smagorinsky subgrid model, good results have been reported
for simulations of a well-documented benchmark test case at Re =40000 [22, 23]. Yu et al. [10]
indicate that this extended LB method can accurately capture important features of the decaying
homogeneous isotropic turbulence and is potentially a reliable computational tool for turbulence
simulations.

4. INTERACTION BETWEEN MOVING PARTICLES AND FLUID FLOW

In the particle transport problems concerned, the solid particles are mainly driven by the hydro-
dynamic forces exerted by the fluid, and the body forces if considered. In the context of LB
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methodology, fluid particles impact the boundary of the solid particle, and they exchange momen-
tum to alter their motion. It is important to correctly model the interactions between fluid and
solid particles so as to capture the essential physical behaviour of the problem under consideration.
This requires a physically correct ‘no-slip’ boundary condition to impose at the interface between
the fluid and the particle, i.e. the fluid adjacent to the particle surface should have the velocity
identical to the particle surface.

For stationary particles the bounce-back rule (16) can be imposed to accomplish the ‘no-slip’
condition as mentioned earlier, and the interaction (impact) force can also be readily computed.
It is, however, more difficult to impose the moving solid/fluid ‘no-slip’ condition, particularly to
obtain impact forces.

4.1. Lattice representation of solid particles

The first step to model fluid and solid particle interaction is to represent the particle by lattice
nodes. Figure 3 illustrates lattice discretization of a circular particle, where nodes interior and
exterior to the particle are, respectively, the solid and fluid nodes as introduced earlier. These
nodes are further classified into three categories: (1) fluid boundary node—a fluid node connected
at least with one solid node; (2) solid boundary node—a solid node connected at least with one
fluid node; and (3) interior solid node—a solid node not connected to any fluid node. A link
between a fluid boundary node and a solid boundary node is called a boundary link. The surface
of a solid particle is assumed to be located in the middle of the boundary links. Clearly, the
stepwise lattice representation of the surface of a circular particle is neither accurate nor smooth
unless a sufficiently small lattice spacing is used. More seriously, when the particle is in motion, its

b4 b4y

i
X

® Solid node
@ Fluid node

b Ldtdrdidtdd

T

T
1 e

h S
9

Ranans

Figure 3. Lattice representation of a circular solid particle.
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boundary nodes will continually change, but in an ‘on—off” fashion, which has serious implications
in the computed interaction forces, as will be discussed next. Also note that an effective algorithm
needs to be in place to update the boundary nodes at each time step. Nevertheless, this discrete
representation [24] provides a universal approach for any shaped particle; thus arbitrarily shaped
particles can be readily handled within the current LB framework.

4.2. Hydrodynamic interaction force between fluid and solid particles

There are several approaches available for modelling the interaction between a moving particle
and fluid, two of which are briefly discussed below.

4.2.1. Modified bounce-back rule. Ladd [5] proposed a modification to the original bounce-back
rule so that the movement of a solid particle can be accommodated. Referring to Figure 4, for a
given boundary link (i), the modified ‘no-slip’ rule is given by

foiX t+ D)= fi(x,14) — o€ -V (o = 6w;p/C2) (33)

where f;(X, ;) represents the post-collision distribution at the (fluid or solid) boundary node x,
and vy, is the velocity in the middle of the boundary link i computed as

Vb=Vct+oOXr, (re=x-4+¢At/2 —x.)

in which v, and o are, respectively, the translational and angular velocities at the mass centre
of the solid particle; x. and x + e;Ar/2 are, respectively, the coordinates of the centre and the
(nominal) boundary point. Note that the modified rule (33) is applied in each streaming operation

o %
Boundary Velocity V, / s

Particle surface Velocity at particle centre

Figure 4. Modified bounce-back rule for a moving particle.
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to both fluid and solid boundary nodes associated with the link. The new rule also implies that the
fluid fills the entire solid particle or, in other words, the particle is modelled as a ‘shell’ filled with
fluid. As a result, both solid and fluid nodes on either side of the boundary surface are treated in
an identical fashion.

From the collision rule (33), the impact force on the solid particle from the link can be
computed as

Fi =2[fi(x, 1) — oie; - vp]/At (34)
The corresponding torque T;, produced by the force with respect to the particle centre, is given by
Ti =TI X Fi (35)

Then the total hydrodynamic forces and torque exerted on the particle are obtained by summing
up the forces and torques of all the related boundary links:

F=YF, T=XT, (36)

There are two issues relevant to the modified ‘no-slip’ method: (1) The rule permits the transfer
of fluid mass across the particle boundary and therefore facilitates the implementation, but at the
same time it may have effects on particle inertia and solution accuracy [20]. The justification
of the scheme is provided in [25]. (2) It has been observed that the computed interface force
may suffer from severe oscillation when the particle moves across the grid with large velocity.
This is mainly due to the time-changing ‘on—off’ nature of the boundary nodes in the discrete
representation of solid particles. Some improvements in this respect have been suggested in [25].
It should be mentioned that Aidun et al. [20] propose an alternative approach that does not require
the transfer of fluid into the solid particle and therefore no fluid is contained inside the solid
boundary. Consequently, the exchange of momentum takes place only between the solid boundary
and the adjacent fluid. The complexity of this method lies in the need to assign an appropriate
initial density function at a fluid node that has just changed from a solid node at the last time
step. The proposed method, however, can be adopted to tackle the problem with moving domain
boundaries.

4.2.2. Immersed moving boundary method. The immersed moving boundary (IMB) method is
a general numerical technique for the modelling of interaction between fluid and (deformable)
structures. Attempts to incorporate the IMB concept into the LB formulation have been made, for
instance, in [26, 27]. The scheme proposed by Noble and Torczynski [26] is adopted in this work.
The basic ideas behind the approach include the establishment of a more accurate and smooth
lattice representation of solid particles to reduce the fluctuation of the computed hydrodynamic
forces, as well as the modification of the fluid density distribution at the nodes covered by a solid
particle to enforce the ‘no-slip’ condition. It introduces a control volume/cell for each lattice node
that is an & x h square around the node, as illustrated by the grey area in Figure 5(b). A local
fluid/solid ratio y is also defined, which is the area fraction of the nodal cell covered by a particle.

Then, the LB equation for those lattice nodes (fully or partially) covered by a solid particle is
given by

1 e
fix+ejAt, 1+ A = fi(x, 1) — Z(= PLix, ) = i+ A" (37
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Figure 5. Immersed boundary scheme of Noble and Torczynski [26]: (a) control area of a node
and (b) nodal solid area fraction.

where f is a weighting function depending on the local fluid/solid ratio y; f;" is an additional
term that accounts for the bounce back of the non-equilibrium part of the distribution function.
Three different forms of f and two possible formulations for f/" have been investigated in [26].
Their difference to the final result is generally not significant, which is confirmed by our numerical
tests as well. Thus, the following forms of 8 and f/" are adopted in this work:

y(t —0.5)
1=+ (—-0.5) (38)

= foix, ) — fix, 1) + £, vo) — 10, v)

p=

The total hydrodynamic forces and torque exerted on a particle over n particle-covered nodes can
be computed as [11, 26]

Fr=Ch [; (ﬂanf,-meiﬂ (39)

n i

T;=Ch [Z(xn —Xc) X (ﬁanl-mei>] (40)
where x,, are the coordinates of the lattice node n. This particular version of the IMB scheme for
the LB equations is slightly more complex in terms of implementation and computation than the
modified bounce-back rule of (33). Nevertheless, the computed hydrodynamic forces are sufficiently
smooth.
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5. INTERACTIONS BETWEEN MOVING PARTICLES

When particles are not in direct contact among themselves but driven by fluid flow and body force
(gravity), their motion can be determined by Newton’s equations

ma=F;+mg

. (41)

JO=Ty
where m and J are, respectively, mass and moment of inertia of the particle, 0is angular accelera-
tion, g is gravitational acceleration if considered, and F ¢ and Ty are, respectively, hydrodynamic
forces and torque. The equations can be solved numerically by an explicit numerical integration,
such as central difference scheme. When direct contact occurs between the particles and/or be-
tween particles and walls, their interactions should be dealt with appropriately. The natural route
is to use the DEM to account for particle interactions, which leads essentially to a coupled LB-DE
approach for fluid—particle problems.

5.1. Discrete element modelling of particle interaction

The DEM, since its origins in the 1970s [28], has emerged as an effective numerical solution
procedure, particularly for problems comprising discrete objects. The DEM is based on the concept
that individual material elements are considered to be separate and are (possibly) connected only
along their boundaries by appropriate physically based interaction laws. The response of DEs
depends on the interaction forces, and the dynamic equations governing the evolution of the
system are normally solved by the explicit central difference time integration algorithm that is
consistent with the LB formulation.

Conventionally, simple geometrical entities such as circular disks, ellipses and spheres are
used to represent discrete objects. More complex shaped elements such as superquadrics and
polygons/polyhedra [29-31] have also been introduced to more realistically represent objects
encountered in practice.

In the context of the explicit integration scheme employed to solve the dynamic equations of the
system, the major computational steps involved in the DEM at each time step consist of (global)
spatial search, (local) interaction resolution, interaction force computation and solutions of element
positions and velocities.

The global search aims to determine for each DE a list of neighbouring elements that may
potentially interact with it. Significant progress has been made over the last years in the development
of highly effective search algorithms [32]. A tree-based algorithm, ADST [33], is employed in
the present work. In the second step, each potential contactor—target pair is locally resolved on
the basis of their kinematic relationship, while any pair for which interaction does not occur is
excluded from further processing. In the third step, the interaction forces between each contact pair
are determined according to a constitutive relationship or interaction law. Finally, the velocities
and displacements of the DEs are updated by the time integration scheme employed.

For the current problem, each particle is represented by a DE. A linear or Hertz contact model
is employed for normal contact between a contact pair, while by friction between the particles is
ignored. The hydrodynamic forces exerted by the fluid are also considered and the static buoyancy
force is taken into account by reducing the gravitational acceleration to (1 — p/p,)g, where p, is
the density of a particle. However, as pointed out in [11], the DE contact model does not consider
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the lubrication pressure developed between two approaching particles, which may be important
for some applications. This issue deserves further investigation.

By taking into account all the forces acting on a solid particle, the dynamic equations can be
symbolically expressed as (ignoring the equation for rotational motion for simplicity)

ma+cv=F.+F;+mg 42)

where F. denotes the total contact forces from other particles and/or the walls, ¢ is a damping
coefficient, and the term cv represents a viscous force that accounts for the effect of all possible
dissipation forces existing in the system.

An important issue in the time integration of (42) is the determination of the critical time step
due to the explicit nature of the central difference algorithm. For the linear normal contact model

Fo=kpd (43)

where k;, is the normal stiffness and J the penetration, the critical time step is given by

At =2 (,/1+52—5)/w (44)

where w = +/k,/m is the local contact natural frequency and &= c/2mw is the critical damping
ratio. Note that this critical time-step may be too optimistic for impact systems [34] and that the
fluid effect is not taken into account, which may further reduce the value. Consequently, the actual
time-step used for the integration of Equation (42) is taken as

AID = )LAtcr (45)

where the time-step factor 4 is chosen to be around 0.1 to ensure both stability and reasonable
accuracy of the solution.

5.2. Coupling with the LB equation: subcycling and lattice form

When combining the above DE modelling of the particle interaction with the LB formulation, a
number of computational issues arise, two of which, subcycling time integration and lattice form
of the DE equation (42), are briefly discussed below.

5.2.1. Subcycling time integration. There are two time steps used in the coupled LB—DE procedure,
At for the fluid flow and Arp for the particles. Since Afp may be in general smaller than At¢, it
has to be reduced to a new value Az so that the ratio between Ar and At is an integer ng:

Aty = % (ns=T[At/Arp] + 1) (46)
S
where [-] denotes an integer round-off operator. This basically gives rise to a so-called subcycling
time integration for the DE part; in one step of the fluid computation, ng sub-steps of integration
are performed for the DE equation (42) using the time step Ats, whilst the hydrodynamic forces F ¢
are kept unchanged during the subcycling. Our numerical experiments show that this subcycling
scheme generally works well for small 7. Its behaviour for a large value of ng is, however, unclear
and further numerical tests are required. It is worth highlighting that the numerical stability
of the coupled LB-DE method with subcycling is a very subtle issue and related work on the
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stability analysis of general multiple time-step integrations for dynamic systems [35] may reveal the
complex nature of the issue.

5.2.2. The DE equation in the lattice system. Since the LB equation is implemented in the lattice
coordinate system in this work, the DE equation should be implemented in the same way. It can
be derived that in the lattice coordinate system Equation (42) has the form

ma+ cqv=F; +Ff +mg (47)
where
m=m/ph*, V=v/C
a=aAr/C, g=gAt/C
a=Chea, Fi=F/(pyC?h)
For the linear normal contact model
Fe=kyo, kn=kn/C?

Then the natural frequency @, the critical time step At and the time step At are, respectively,
taken as

d=wAt, Atg=Aty/At, Atg=1/n

6. NUMERICAL ILLUSTRATIONS

The performance of the coupled LB-DE approach is demonstrated with the simulation of particle
transport against gravity from the bottom of a fluid domain along a pipe under the suction action
resulting from the negative pressure difference applied.

The problem is simplified to a fluid—particle interaction simulation. The details are illustrated in
Figure 6. The two inclined lines represent the pipe boundaries. The fluid domain is divided into an
800 x 800 square lattice with spacing # =2.5 mm. Though the fluid domain should be rectangular
in the LB method, a polygonal fluid domain is taken as the actual computational domain to reduce
the computational costs, since both left-top and right-bottom sub-domains can be excluded from the
simulation. To accommodate this irregularity, the actual domain profile is identified first, and the
LB equation (2) is applied only to the nodes within the profile. This is a generic approach that can
be extended to any problem with an irregular exterior domain boundary. The material properties
of the fluid are chosen as density p = 1000kg/m> and kinematic viscosity v=75 x 107> m?/s.

A constant pressure boundary condition with p;, = p is imposed to the two (inlet) boundaries
as shown in the figure. A smaller pressure with p,, =0.97p is applied to the outlet of the pipe.
The remaining boundaries are assumed stationary walls and thus the ‘no-slip’ boundary condition
is imposed.

A total of 70 circular particles with different sizes uniformly distributed from 30 to 80 mm are
randomly positioned at the bottom of the domain as shown, using the packing algorithm developed
in [36]. Full gravity (¢ =9.81m/s?) is considered. The immersed boundary method of Noble and
Torczynski [26] is employed to compute the fluid—particle interaction forces. Different versions
of the method are compared and no significant difference is observed. The linear disk/disk and
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Figure 6. Example: problem description.

disk/segment contact models are used to model the contact between the particles and between
particles and walls. The following parameters are chosen: particle density p, =5000kg/ m?, normal
contact stiffness k, =5 x 108 N/m, contact damping ratio ¢ =0.5 and time-step factor 1=0.1,
which gives a time step of Arp=3.37 x 107> for the DE simulation of the particles.

In the first attempt, no turbulence model is employed in the simulation. In order to match
the small viscosity of the fluid, the relaxation time t should be, at least, around 0.505, but the
corresponding LB formulation is unstable and no result can be obtained. Consequently, a turbulence
model is incorporated in the simulation.

The LES-based one-parameter Smagorinsky turbulence model, as described in Section 3, is
adopted with the Smagorinsky constant Sc =0.1. A complete simulation is achieved with t =0.501.
This gives a time step Af =4.17 x 107> s and thus the corresponding lattice speed C = 60 m/s. The
subcycle number 7 is computed as ng = 2. The simulated maximum fluid velocity is approximately
Umax = 3.6 m/s at the pipe outlet (with the characteristic length L =0.5 m). The maximum Mach
number and Reynolds number are therefore estimated as

L
Umax _).0933, Re=m%*Z _ 56000
v

Ma =

The Mach number indicates that the results obtained are reasonably accurate. The flow field in
terms of the total velocity contour and the evolution of the particles at four time instances are
depicted in Figures 7(a)—(d), from which the complex fluid flow patterns due to fluid—particle
interactions, particle/particle and particle/wall collisions are clearly observed. The general pattern
and behaviour of the entire system appears to be realistic. Nevertheless, the results need further
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(a)

(dy

Figure 7. Example: total velocity contours of fluid flow at four time instances.

validations against experiment data, which has been conducted in a full 3D case and will be
reported later.

7. CONCLUSIONS

This paper presents numerical procedures with respect to the coupled LB—DE methodology for
the modelling of particle transport in incompressible fluid flows. Numerical tests confirm that the
coupled approach, together with the incorporation of an appropriate turbulence model, is indeed
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a promising solution strategy for the solution of particle—fluid interaction problems dominated by
the presence of a large number of densely packed particles and the occurrence of turbulence. The
method appears to be robust (up to a certain Reynolds number) and the implementation is simple.
Model parameters can be easily selected. Further tests indicate that the number of particles and their
size distribution can all be arbitrarily specified without causing any numerical problem. Different
shapes of particles can also be readily accommodated into the LB-DE method, as reported in [37],
with the use of the recently developed polygon/polygon contact model [29, 38].

The coupled methodology is described for 2D problems, but extension to 3D cases has already
proven to be straightforward. Although the core LB operation (2) is very effective, the total
computational cost can be substantial since a sufficiently fine lattice is often necessary and millions
of time steps also need to be performed. It is therefore a dominant issue even for a moderate-sized
3D problem. This naturally leads to the utilization of parallel computing that is further promoted
by the natural parallelism inherent in the LB formulation [39]. Note that the presence of moving
particles may cause minor dynamic processor loading imbalance problems, which may be tackled
by the dynamic domain decomposition parallel strategy developed in [40].

APPENDIX A: CONVERSIONS BETWEEN PHYSICAL AND LATTICE UNITS

Variable Physical Lattice Relationship
Density p p P =pPop
Density function fi fi —
Relaxation time T T —
Spacing h h=1 —
Time step At At=1 —
Lattice speed C= % Cc=1 —
Viscosity v=%(7:— %)h—zt v:%(r— %) v=Chv
Coor./Disp. X X X = hX

. e - _ dx — v
Velocity v=x V=17 v=Cv
Acceleration a= ‘3;—;‘ a= %’;‘ a= A%ﬁ, g=48
Hydrodynamic force Fe=Ch(Q_B,>_f"e) Fo=Y8,Y f"& F\ = p,C?hF,
Mass m m m= pohzm_z h
Stiffness kn kn kn = C?ky
Critical time step Ater Ater At = At At
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