Management and Control Functions in
ATM Switching Systems

As research has progressed, it has become clear that the main difficulties in
ATM pertain to its operational details rather than the concept. And it seems
likely that these control issues will be much more complicated and costly for
ATM switches when compared with current telephone circuit switches.
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synchronous transfer mode (ATM) is
the target switching technique for the
future public Broadband Integrated Ser-
L vices Digital Network (B-ISDN)

.1, 2]. A great deal of early ATM
research has focused on switch fabrics to demon-
strate the feasibility of the ATM concept. Many switch
fabric architectures have been proposed and pro-
totyped [3], and a number of broadband switch-
ing systems with ATM fabrics are commercially
available.

The switch fabric provides the essential routing
and buffering functions, but ATM switching systems
will also require management and control func-
tions necessary for the efficient operation of the net-
work. Asresearch has progressed, ithasbecome clear
that the main difficulties in ATM pertain to its oper-
ational details (e.g., control of multiple types of traf-
fic with different service requirements) rather
than the concept. Relatively little attention hasbeen
devoted to the control functions required in
ATM switching systems. Part of the reason is that
standards on operations and maintenance (OAM)
and traffic control principles have notyet been final-
ized. While the problems are widely understood,
agreement within the industry on operations and
traffic control schemes has been somewhat slow.

There are reasons to expect that the control aspects
will be much more complicated and costly for
ATM switches than current telephone circuit switch-
es. First, processing and control must be exer-
cised on the levels of individual ATM cells
(53-byte packets consisting of 5-byte headers and
48-byte payloads) as well as virtual connections.
Second, various types of traffic (e.g., voice, data,
video) with different quality of service (QOS)
requirements will be mixed within the network. Some
of these services will be variable bit-rate which implies
that traffic flows within the network will fluctuate
randomly. Finally, at the high speeds of ATM,
even brief deteriorations in service may result inseri-
ous losses of user information. Therefore it will be
important to maintain the desired level of network
performance. For these reasons, we believe that the
consideration of control aspects is an important factor
in the design of ATM switching systems.

The purpose of this article is to examine the
management and control functions in ATM
switching systems implied by current industry
standards and agreements on OAM and traffic
control. Until now, ATM research in the areas of
switch design and traffic control have progressed
essentially independently. First, we briefly review
the B-ISDN Protocol Reference Model and its
representation of the different information flows
in ATM. Network management and traffic con-
trol principles in ATM, and in particular OAM,
are overviewed. With this information as back-
ground, we attempt to infer their implications on
the functional blocks of an ATM switching
system. An example switch architecture model
with distributed management and control func-
tions is outlined, and some design issues are dis-
cussed.

Information Flows in ATM

TM switching systems can be viewed as network

elements that store, process, and relay the flows
of information through the network. The infor-
mation flows in ATM are defined by the B-ISDN
Protocol Reference Model which consists of
three separate planes: User Plane, Control Plane,
and Management Plane [4]. These planes repre-
sent the protocol layers associated with the three
types of traffic flows: user information; signaling
information for call/connection control; and man-
agement information for the efficient operation
of the ATM network.

The User Plane has a hierarchical structure
consisting of the Physical Layer, ATM Layer,
ATM Adaptation Layer (AAL), and Services Layer.
The Physical Layer will be unframed (i.e., cell-based
[5]) or framed using SONET [6] or SDH [7]. The
AAL is subdivided into two sublayers: the Seg-
mentation and Reassembly Sublayer and the
Convergence Sublayer [2,8]. The Segmentation and
Reassembly Sublayer maps user information into
the 48-byte payloads of ATM cells before entry
into the ATM network and reassembles the cell pay-
loads into user information after delivery. The
Convergence Sublayer is responsible for provid-
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M Figure 1. Connections at the VP and VC levels.

ing adaptation functions to the Services Layer
that are service-specific.

Between the Physical Layer and AAL, the
ATM Layer is responsible for the end-to-end
sequence-preserving transfer of ATM cell streams
[2, 9]. ATM is connection-oriented at the two lev-
elsofvirtual channels (VCs) and virtual paths (VPs),
whichwillbe relevant to the later discussion of OAM
and traffic control principles. At each level, a vir-
tual connection consists of links, endpoints, and con-
necting points asshown in Fig. 1 [10]. A virtual channel
connection (VCC) orvirtual path connection (VPC)
is characterized by its required quality of service
(QOS) and throughput parameters. QOS is speci-
fied mainly in terms of cell delays and cell loss
rate [11]. The ATM Layer is intended to support
a number of different QOS classes. The QOS
class of each VCCisspecified during connection set-
up and can be changed only by renegotiation between
the user and network. Specific QOS parameter
values may be explicitly requested or implicitly asso-
ciated with a service. A VPC will carry VCCs of
possibly different QOS classes, and the QOS of
the VPC must satisfy the most demanding QOS
of the carried VCCs. Hence VCCswith similar QOS
requirements will probably be grouped in the
same VPC. More details of the ATM Layer can
be found in the extensive literature on ATM (e.g.
[12, 13]).

The Control Plane representing the protocol
layers for transport of signaling information
shares the same layered structure as the User
Plane. Thus signaling information is exchanged
among users and network nodes by means of
ATM cells called signaling cells. Signaling proce-
dures use a signaling virtual channel to establish,
change, and release VPCs/VCCs for user infor-
mation transfer. The default point-to-point sig-
naling VC is identified by the header field codes
VPI=0, VCI=5 [11]. To establish and control
other signaling virtual channels, “meta-signaling”
procedures (in the Management Plane) use a
permanent VC called the meta-signaling virtual chan-
nelidentified by the standardized field code VPI=0,
VCI=1[11]. Specific meta-signaling procedures are
under study.

Finally, the Management Plane represents the

transfer of control information used for maintain-

ing the efficient operation of the ATM network.

It is subdivided into Plane Management and

Layer Management. The Plane Management is

responsible for functions related to the network

as a whole and coordination between all planes,
and hence itis notlayered. Specific functions of Plane

Management are as follows.

¢ Fault management: to dynamically detect, isolate,
and correct failures.

e Performance management: to continually
monitor, report, and evaluate the behavior of net-
work elements.

» Configuration management: toinitialize installed
equipment into service, and check or change their
service status.

* Accounting management: tocollect, process, and
report information on resource usage for customer
billing.

* Security management: to regulate the access to
and control of network elements’ databases.
They are consistent with the conventional domains

of network management [14, 15]. ATM standards to

date have addressed only fault management and per-

formance management [16].

The Layer Management is responsible for
layer-specific management functions. We will be
concerned primarily with the ATM Layer Man-
agement which includes ATM Layer OAM,
resource management, and meta-signaling.

While further details of the Management Plane
continue to be studied, the ATM Forum has
specified an Interim Local Management Inter-
face (ILMI)[11], which allows bidirectional exchanges
of messages between network management enti-
tiesresiding in ATM devices situated across the UNL
The ILMI is described further in the next section.

Network Management and
Traffic Control in ATM

In ATM, the objective of network management
is to enable the successful completion of as
many B-ISDN service calls as possible [17]. Natu-
rally, an important task is monitoring the perfor-
mance of network facilities to detect failures and
malfunctions, and responding with appropriate
actions in order to minimize the effect on offered
services. This is the responsibility of operations
and maintenance {(OAM) in ATM. Fault man-
agement is concerned with the detection, isola-
tion, and correction of acute failures that interrupt
the availability of network resources. Besides
acute failures, some failures may be manifested inter-
mittently, or malfunctions may subtly degrade
network performance while network resources
remain available (e.g., a corruption of VPI/VCl trans-
lation tables may cause misrouting for certain VCCs).
It is the role of performance management to con-
tinually monitor the behavior of network facilities
to detect degradations in performance caused by
these conditions.

In the absence of faults and malfunctions, effi-
cient operation of the network must be main-
tained by the functions of traffic control and resource
management. Without traffic controls, the net-
work would exhibit the well known phenomenon
of congestion where the actual throughput will begin
todecrease with the offered load. This deterioration
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innetwork throughput caused by congestion is char-
acteristic of both circuit-switched and packet-switched
networks without the protection of traffic con-
trols. In circuit-switched voice networks, network
efficiency begins to suffer from “trunk conges-
tion” as the offered traffic increases and alternate
routes become heavily loaded. Then “switch con-
gestion” occurs when call processors become increas-
ingly occupied with unsuccessful call attempts
[18, 19]. In packet-switched data networks, exces-
sive offered traffic results in overflows of network
buffers andlong packet transfer delays. Consequently,
more packets are retransmitted, which increases the
network load even further [20]. The role of traffic
control is to regulate the flows of traffic and man-
age the efficient allocation of network resources
in order to prevent and react to congestion.

Because ATM is connection-oriented and sup-
ports real-time services, traffic control at the level
of call admissions will be important. As in the cir-
cuit-switched telephone network, call admission con-
trol consists of selectively accepting or rejecting
requests for new connections. When indications
of congestion are detected, the network response
may be acombination of expansive or restrictive con-
trols depending on the nature of the congestion
[18,19]. For peak-day overloads, expansive controls
can make more alternate routes available and change
the normal traffic patterns to alleviate congestionin
any particular area. For focused overloads (e.g., dur-
ing an emergency in an area), restrictive controls
such as selectively blocking calls to that area can pre-
vent excessive call attempts from overwhelming that
local switch.

However, the situation in ATM is much more com-
plicated because the range of B-ISDN services
will involve calls with widely different characteris-
tics and service requirements. It is not clear at
this time how to determine acceptance or rejec-
tion of B-ISDN calls on an equitable basis. For exam-
ple, acceptance of a high-rate connection might result
inthe blocking of several low-rate connections affect-
ing many users. Fairness might require some
form of bandwidth partitioning or priorities between
different services. Another issue arises withvariable
bit-rate (VBR) connections. A conservative
admission policy for VBR connectionsbased on allo-
cation of network resources according to their
peak rates may result in low network utilization.
If a high network utilization is desired by taking advan-
tage of statistical multiplexing, connection admis-
sion control in ATM will be based on resource
allocation at less than the peak rates for VBR
traffic. In this case, there will be a probability that
bursts at peak rate could coincide and cause
buffer overflows or excessive cell delays. Trafficcon-
trol at the cell level will be important to protect

the quality of services from random peak fluctua- -

tions of traffic.

Because there is similarity between the cell-based
statistical nature of ATM and conventional pack-
et-switched data networks, the traffic control
mechanisms used in data networks [20] might be
expected to be applicable in ATM. However, the
principles of feedback and delays that are charac-
teristic of traffic controls in data networks (e.g., choke
packets, credits, sliding windows) are not appropriate
for real-time ATM traffic. Also, the effectiveness
of schemes using feedback is fundamentally limit-
ed by the propagation delay; i.e., a high-speed source

M Figure 2. OAM cell format.

OAM Cell Type Value | OAM Function Type

W Table 1. Field codes of OAM cells.

iscapable of sending too many cells before feedback
can propagate backward to control it. Hence
ATM will likely require a combination of various
traffic control mechanisms operating on different
levels and timescales with sensitivity to different
classes of traffic [21]. These are discussed later in
this section.

OAM in the ATM Layer

The flows of OAM information in the Physical Layer
are designated as F1-F3 OAM flows (correspond-
ing to the levels of regenerator section, digital
section, and transmission path). In SONET,
OAM information is carried in the SONET sec-
tion, line, and path overhead. The overhead
allows section and line error monitoring, payload
error monitoring, path tracing, and includes embed-
ded data channels for alarm gathering, remote
provisioning, and other communication needs.

Standards for OAM in the ATM Layer have
mainly addressed performance management and
faultmanagement [16,22]. ATM Layer OAM isbased
onthebidirectional exchanges of cells carrying OAM
information related to specific VPCs and VCCs.
At the VP and VC levels, they are referred to as
F4 and F5 OAM flows, respectively. F4 OAM
cells have the same VPI field value as user cells
of the same VPCbut are distinguished by pre-assigned
VClI values: VCI=3 for “segment” OAM cells
(i.e., cells communicated within only a portion of
a VPC) and VCI=4 for “connection” OAM cells
(communicated end-to-endina VPC). F5 OAM cells
have the same VPI/VCI values as the user cells of
the same VCCbut are identified by pre-assigned PT
values: PT=4 for segment OAM cells and PT=5
for connection OAM cells.

All OAM cells will have the format shown in
Fig. 2. The OAM Cell Type field indicates the
type of management function as listed in Table 1.
Only fault management, performance management,
and activation/deactivation cells have been
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W Figure 3. Fault management procedures: a) alarm surveillance; b) continuity

checking; c¢) OAM cell loopback.

defined so far [16, 22]. The OAM Function Type
field indicates the specific function performed by
thatcell. The EDCfield isa CRC-10 error detection
code computed over the information field of the
OAM cell using the generator polynomial x! +
S+t + L

F4 and F5 OAM flows are initiated during or after
connection set-up. OAM cells for both directions
of the F4 and F5 flows must follow the same
physical route so that any connecting points can mon-
itor the OAM information from both directions. Both
endpoints and connecting points can generate, insert,
monitor (non-intrusively), and process OAM
cells for that virtual connection; only endpoints of
a flow can extract OAM cells.

Fault Management — The objective of fault
management in the ATM Layer is to monitor and
test the availability of VPCs/VCCs. This is performed
by three methods: surveillance of alarms from the
Physical Layer; continuity checking; and on-demand
testing of connectivity by cell loopback. These are
illustrated in Fig. 3.

If the Physical Layer indicates a failure (e.g.,
loss of signal, loss of cell synchronization),
VPC/VCC failure will be reported in the ATM Layer
with two types of cells: VP/VC-AIS (Alarm Indi-
cation Signal) and VP/VC-RDI (Remote Defect
Indicator). Both AIS and RDI cells include fields for
failure type (1 byte) and failure location (15
bytes). Upon receiving a failure indication from
the Physical Layer, the detecting node will wait a
short time for the Physical Layer automatic pro-
tection switching. If the failure indication per-
sists, the node will issue a VP/VC-AIS cell to
notify downstream nodes of connection unavail-
ability. VP/VC-AIS cells will continue to be gen-
erated periodically until the fault is corrected.
Afterreceivinga certain number of VP/VC-AlS cells,

the VPC/VCC endpoint will begin to send VP/VC-
RDI cells upstream to notify the source VPC/VCC
endpoint of the downstream failure. Fault local-
ization and recovery actions are then initiated.

Continuity checking is not supported in [11]
but it is described as a future possible option in
[22]. If a VPC/VCC failure has not been indicat-
ed from the Physical Layer but no user cells have
been sent downstream by a source VPC/VCC
endpoint for some time Ty, it may send a Conti-
nuity Check cell downstream. Its purpose is to
confirm that an inactive connection is still alive.
If the destination VPC/VCC endpoint does not
receive any cell within T, (7,>2T7y) time, it implies
that connectivity has been lost and the VPC/VCC
endpoint will send a VP/VC-RDI cell to the
source VPC/VCC endpoint. The same procedure
is carried out in the reverse direction as well.

Although alarms and continuity checks are
useful for fault detection,ameans to test VPC/VCC
connectivity on-demand will be useful tolocate faults.
The OAM cell loopback capability will allow an OAM
cell to be inserted into a VPC/VCC and looped
back (i.e., returned in the reverse OAM flow). Fields
in the OAM loopback cell include: Loopback
Indication (1 byte) to signify whether loopback
has occurred; Correlation Tag (4 bytes) to unique-
ly identify the cell; Loopback Location (15 bytes)
to indicate the point for loopback; and Source ID
(15 bytes) to allow the originating node to recog-
nize its own cells upon their return.

Performance Management — While acute fail-
ure conditions will be detected by fault monitor-
ing, intermittent error conditions may causc a gradual
deterioration in QOS. The continuous collection
of performance measurements is necded to detect
such deterioration. OAM performance management
cells provide a mechanism to measure the perfor-
mance of VPCs/VCCs and report the collected
performance data. The procedure can be activat-
ed at a VPC/VCC endpoint by a uscr or opera-
tions system (OS) or at a connecting point by an OS.
The procedure consists of inserting OAM per-
formance management cells between blocks of
user cells. The OAM cells carry information
about the preceding block to the downstream
VPC/VCC endpoint. The forward monitoring
and backward reporting procedures are shown in
Fig. 4. The source VPC/VCCnode performsanerror
check calculation over a block of N user cells.
The block size N is nominally 128, 256, 512, or
1,024, but the actual block size may differ some-
what from these values because the OAM cell
must wait for the next unassigned cell slot (the OAM
cell may eventually be forced in). The error
check, with other information, is carried in the OAM
performance monitoring cell. At the destination
node, the same error check is calculated over the
received block of user cells and compared with
the contents of the following OAM cell. The
results of the comparison are reported back to
the source node in an OAM cell using the reverse
OAM flow. Intermediate connecting points have the
option of monitoring the procedure and results.
The OAM performance management cell
includes fields for: Monitoring Cell Sequence
Number (1 byte) to indicate the sequential iden-
tity of the cell; Total User Cell Number (2 bytes)
to indicate the user block size N; even parity BIP-16
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error detection code (2 bytes) computed over the
information field of the block; Timestamp (4 bytes)
toindicate the time of origination; Block Error Results
(1 byte) for backward reporting of the number of
errored BIP-16 parity bits observed at the desti-
nation; and Lost/Misinserted Cell Count (2 bytes)
for backward reporting of the number of lost/misin-
serted cells observed at the destination.

Interim Local Management

While further details of the Management Plane con-
tinue to be studied, the ATM Forum has speci-
fied an ILMI [11]. Based on the Simple Network
Management Protocol (SNMP) and astandard ATM
UNI Management Information Base (MIB), it allows
the ATM user to obtain status and control infor-
mation about VPCs/VCCs at its UNL

Across the UNI, each ATM device has an UNI
Management Entity (UME) that supports ILMI
functions. ILMI communications take place between
adjacent ATM UME:s through the exchange of SNMP
messages which are encapsulatedinto ATM (ILMI)
cells using AALS. ILMI cells are identified by the
default code values VPI=0, VCI=16. By means
of SNMP messages, an UME can access the UNI
MIB information associated with an adjacent UME.
The ATM UNIMIB contains information about the
Physical Layer, ATM Layer, ATM Layer statis-
tics, and VPCs/VCCs (for details, refer to [11]).

Traffic Control and Resource
Management

The objective of traffic control and resource
management is the protection of the network in order
to sustain a desired level of network perfor-
mance; a secondary goal is the efficient utiliza-
tion of network resources [21]. Traffic control consists
of asetof mechanisms that regulate the flows of traf-
fic in order to prevent random fluctuations from
adversely effecting the quality of offered services.
Traffic control will be a combination of preven-
tive and reactive mechanisms operating on differ-
ent levels and timescales. Some traffic control
functions have been identified as: resource man-
agement; connection admission control (CAC);
usage/network parameter control (UPC/NPC); and
congestion control.

This section reviews the ideas offered in [11,
21].Itshould be noted that the standardsin thisarea
have not been finalized. Functions such as feed-
back control, fast resource management [23], cell
scheduling [24-27], and traffic shaping [28, 29]
are still under study; there is a great deal of ongo-
ing research that can be readily found in the
extensive literature, e.g., refer to [28, 30].

Traffic Parameters — A traffic descriptor is a

set of traffic parameters that can be used to char--

acterize an ATM connection, e.g., peak rate and aver-
age rate. A source traffic descriptor is a subset of
the ATM traffic descriptor that is used during
connection set-up. Based on the source traffic descrip-
tor, the network will make CAC decisions, allo-
cate network resources, and derive the appropriate
parameters for UPC/NPC.

Traffic descriptors, at the minimum, must include
the peak rate [11]. Other parameters (e.g., sustainable
cell rate or average rate, if known) may be option-
ally provided by the user in the interests of
improving network efficiency. All parameters

W Figure 4. Performance management procedure.

must be simple enough to be understood and cal-
culable by the user, useful to CAC, and enforca-
ble by UPC/NPC.

ATM services are provided on the basis of a
traffic contract negotiated between the user and net-
work during connection set-up. It consists of the
source traffic descriptor, requested QOS, cell
delay variation tolerance, definition of conform-
ingcells (for the UPC), and definition of a compliant
connection (e.g., how many non-conforming cells
may be allowed) [11].

Constant bit-rate (CBR) connections may be
described simply by their rate. It is expected that cells
of the same CBR connection will have the same
cell loss priority under normal circumstances.
However, the situation with variable bit-rate con-
nections is much more complicated. VBR con-
nections will require more than the peak rate to
indicate their degree of burstiness; and two
source traffic descriptors may be used to sepa-
rately specify the high loss priority CLP=0 and
low loss priority CLP=1 flows.

Resource Management — The initial use of vir-
tual paths is expected to be an important part of
resource management in ATM networks for a
number of reasons[11,31]. First, by reserving capac-
ity on VPCs in anticipation of future VCCs, the
processing required to establish individual VCCs
can be reduced. VCCs can be established by mak-
ing simple connection control decisions at VPCend-
points, and call processing is not required at
connecting points. Second, VPCs allow away tolog-
ically segregate traffic types requiring different QOS,
while allowing VCCs to be statistically multi-
plexed. VCCs with similar QOS requirements can
be grouped in the same VPCs; the QOS for a
VPC must satisfy the most demanding QOS
requirements for VCCs in that VPC. Third, VPCs
allow a group of VCCs to be managed and policed
more simply. Finally, dynamic routing control at the
level of virtual paths allows a simple method for adap-
tive network reconfiguration. Path routing can be
changed simply by modifying routing information at
VPC connecting points.

Connection Admission Control — AB-ISDN call
may involve one or more connections (e.g., for
multimedia or multiparty services). If multiple
connections are involved, connection admission is
determined for each VCC/VPC. A new connec-
tion request is accepted only if it is determined
that sufficient network resources are available to
establish the connectionwith the required QOS and
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from OAM
and traffic
control
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tions that
ATM
switching
systems are
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than a
switch fabric
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routes and

buffers cells.

maintain the agreed QOS of existing connections.
The parameters of an established connection may
be changed only through renegotiation between
the user and network.

Signaling messages sent by the user will con-
tain source traffic descriptors and the required
QOS. The signaling protocol is defined by the
Q.93B standard [32],and Q.93B signaling messages
are encapsulated in ATM cells according to the sig-
naling AAL (SAAL) [33, 34]. From the signaling
information, the network determines: acceptance
or rejection of new connections; traffic parame-
ters for UPC/NPC; and allocation of network
resources.

A specific connection admission policy will not be
standardized and will be determined by the network
provider. Any number of different approaches
are possible; some proposals are summarized in
[35, 36]. Many follow the general approach of
using queueing analysis with astochastic traffic model.
New connections are admitted if the resulting QOS,
as determined from the queueing model, is main-
tained above the desired level. Another general
approach estimates an “equivalent capacity” for each
connection and its required QOS, then the admis-
sion policy reduces to simply checking that the equiv-
alent capacity is available [37].

Usage/Network Parameter Control — Since
network resources are allocated on the basis of
traffic contracts, UPC and NPC are necessary to
monitor and regulate incoming traffic flows
across the user-network interface (UNI) and net-
work node interface (NNI), respectively. The objec-
tive is protection of the network from (intentional
or unintentional) deviations from the given
source parameters that can adversely affect the
QOS of other connections. Specific tasks are ver-
ification of the validity of VPI/VClI values, and
checking that the rates of incoming traffic from
active VPCs/VCCs are conforming to agreed
parameters.

For cells conforming to the negotiated traffic con-
tract, the UPC/NPC may pass the cells or resched-
ule them if traffic shaping is implemented. The
purpose of traffic shaping (at the option of the
network provider) is to reduce the peak cell rate,
burst length, or cell delay variation by spacing cells
in time. For non-conforming cells, the UPC/NPC
might discard them, or tag high loss priority cells
by changing the header bit CLP=0 to CLP=1. A
final possible option might be the release of the con-
nection (presumably as a last resort).

A specific UPC algorithm called generic cell
rate algorithm (GCRA), essentially a continuous-
state leaky bucket, is supported by the ATM
Forum for the UNI[11]. The leaky bucket algorithm
is a well known policing method that allows some
tolerance for burstiness, depending on its param-
eters [38-40]. It is also amenable to simple imple-
mentation (not prescribed by [11]). Multiple GCRAs
can be combined together to monitor various
traffic parameters. UPC/NPC is revisited in the
section on input and output modules.

Congestion Control — The purpose of conges-
tion control is to detect the onset of congestion
and react to minimize the speed, effects, and
duration of congestion. Specific control actions
will include: selectively discarding cells according

to the CLP bit; and Explicit Forward Congestion
Indication (EFCI). Other actions are under
study.

In EFCI, congested nodes alonga VPC/VCCcan
inform downstream nodes and the destination
endpoint by changing the PT field in the cells that
pass through. Congestion indications are collect-
ed at VPC/VCC endpoints that inform the appro-
priate sources to adjust their rates (for traffic that
can be flow controlled or adjusted). Due to the prop-
agation delays involved, this mechanism may not
be expected to prevent congestion but may help
to mitigate the amount of cell loss during periods
of persistent congestion. The procedure by which
a network node monitors and classifies its inter-
nal congestion state is considered to be depen-
dent on implementation.

ATM Switching Systems

t is evident from OAM and traffic control con-

siderations that ATM switching systems are
much more than a switch fabric that simply routes
and buffers cells. In addition to relaying cells,
ATM switching systems must contain the func-
tions related to the Control Plane and Manage-
ment Plane discussed earlier, and support a set of
traffic control functions. We refer to the distribution
of all these functions within the system as the
switch architecture.

In this section, we apply the preceding background
information towards the development of a gener-
al functional architecture model of an ATM
switching system. The architecture model speci-
fies only the functional requirements of a switch-
ing system and their distribution, and is not
intended to prescribe any particular implementa-
tion. We omit interworking functions that would
be necessary in practice to support various ser-
vice-specific interfaces for narrowband circuits,
frame relay, Switched Multimegabit Data Ser-
vice (SMDS), and other services. It is assumed
here that the switch interfaces are the standard-
ized SONET-framed ATM UNI or NNIL.

Functional Architecture Model

Asrepresented by the ATM Layer inthe User Plane,
the main function of an ATM switch is to relay
user cells from its input ports to the appropriate out-
putports. The flow of user traffic through three func-
tional blocks is shown in Fig. 5a. First, incoming cells
are extracted from the Physical Layer signals by input
modules (IMs) and prepared for routing by trans-
lating the VPI/VCI fields. During the translation,
a tag with internal routing information may be
attached. The routing and buffering is performed by
a cell switch fabric (CSF). Finally, the cells are
prepared for physical transmission by output
modules (OMs) at the switch output ports. The input
modules, cell switch fabric, and output modules
together perform the basic cell routing and buffer-
ing functions required in ATM switching.

As described earlier, the Control Plane depicts
signaling information carried in ATM cells.
Unlike user cells, the information within signal-
ing cells is not transparent to the network; the
signaling information must be processed and
interpreted by the switch. Therefore the switch must
identify incomingsignaling cells, separate them from
user cells, and process the signaling information.
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If the switch generates control information, it
must encapsulate the information into signaling cells
that are merged with the outgoing user cell traffic.

The flow of signaling information is shown in
Fig. 5b. Since signaling cells use the same ATM Layer
transport as user cells, they flow through the
input modules, cell switch fabric, and output
modules. However, in addition, the signaling
informationis processed by a functional block shown
as connection admission control (CAC). Here it
is assumed that the cell switch fabric routes the
signaling information to and from the CAC, but it
isnotnecessary to go through the CSF. Alternatively,
the signaling information might be passed direct-
ly from the input modules to the CAC, and from
the CAC to the output modules.

Although the Management Plane has not been
fully defined yet, the management functions required
in ATM switching systems can be broadly identi-
fied as: fault management; performance manage-
ment; configuration management; resource
management; security management; accounting
management; and meta-signaling. These func-
tions are the responsibility of a functional block shown
as system management (SM) in Fig. 5c.

A major responsibility of the SM is support of
the ATM Layer OAM procedures defined for
fault management and performance manage-
ment. Like signaling cells, the information contained
in OAM cells must be recognized and processed
by the ATM switch. The ATM switch must identi-
fy OAM cells, separate them from other cells,
and perform the necessary processing functions
to support the ATM Layer OAM procedures.
The flow of OAM information is shown in Fig.
5c. Alongwith the other cells, OAM cells flow through
the input modules, cell switch fabric, and output mod-
ules. It is assumed here that the cell switch fabric
routes the OAM cells to and from the SM, but it
is not necessary to use the CSF. Alternatively, the
OAM cells might be passed directly from the
input modules to the SM, and from the SM to the
output modules.

Another responsibility of the SM is support of the
ILMI for each UNIL. The SM contains a UME for
each UNI that monitors the objects defined in a stan-
dardized ATM UNI MIB. The UME at the user
device can communicate with their adjacent
UMEs across the UNI by means of SNMP mesages
carried in ILMI cells. Again, the ILMI cells fol-
low the flow through input modules, CSF, SM,
and output modules in Fig. Sc.

Finally, the SM should support network-wide
operations, administration, maintenance and pro-
visioning (OAM&P) functions which will proba-
bly be proprietary to the network provider. The
SM may exchange network management informa-

tion with an OS through a direct interface or via a

separate telecommunications management network

(TMN) [14].

Insummary, the general switch architecture model
in Fig. 5c consists of these basic functional blocks:
* input modules: to receive incoming cells and

prepare them for routing through the CSF;

* output modules: to prepare outgoing cells for
transmission;

* cell switch fabric: to route user-data cells from
input to output ports, and possibly route sig-
naling and management cells between the
other functional blocks;

W Figure 5. The flows of a) user-data cells; b) signaling information and c)
management information.

IEEE Network * July/August 1994

33



M Figure 6. Call processing functions distributed to blocks of IMs.

ed to the input modules.

B Figure 7. A switch architecture with parts of CAC and SM functions distribut-

* connection admission control: to process and inter-
pret signaling information, and perform con-
nection admission or rejection;

* system management: to perform all management
and traffic control functions to ensure the cor-
rect and efficient operation of the switch.

The partitioning of functions into this model is
consistentwith other related studies[22,41] but clear-
ly not unique. Furthermore, the partitioning does
not always have precisely defined boundaries between
functional blocks. For instance, the CAC and SM
functions could be centralized or distributed.

The call processing functions (admission deci-
sions and resource allocation) for the entire
switch could be centralized in a single CAC unit
as shown in Fig. 5b, or alternatively, call process-
ing could be distributed to blocks of input ports

as in Fig. 6 (cf. [42, 43]). The centralized approach
is simpler to implement but the single call proces-
sor could become a bottleneck for large switch
sizes as it handles signaling information from all
switch inputs. In the distributed approach in Fig. 6,
each CACblock processes the signaling information
received by asmall number of input ports. Thus large
switches could be constructed without the bottle-
neck caused by centralized call processing, but
this approach is more complex. Each distributed
CACblock uses global state information which must
be updated, distributed, and coordinated.

Figure 7shows that part of the CACfunctions may
bedistributed further among the input modules. The
distributed portion of the CAC functions within
the IMs will be designated as IM-CACs. The IM-
CACs could handle extraction, interpretation,
and insertion of signaling cells. The IM-CACs
within the input modules may operate in parallel and
assume some of the processing burden from the CAC.
The IM-CACs are discussed further in the sec-
tion on connection admission control.

In Fig. 5¢, the SM functions are centralized
and OAM cells must be diverted from the incom-
ing cell streams to the SM for processing. As a
consequence, OAM cells will not maintain their
relative positions within the user cell streams.
This is important to note because OAM performance
management cells (in forward monitoring) should
maintain their positions between blocks of user cells
in each VPC/VCC. It implies the necessity to dis-
tribute a portion of the SM functions to the input
modules such that OAM cells may be processed with-
in the input modules without extracting them
from the user cell streams, as shown in Fig. 7.
Thus OAM cells may maintain their relative posi-
tions among user cells within a VPC/VCC. Fur-
thermore, this distributed approach could alleviate
the processing bottleneck that could occur with a
centralized SM. The distributed parts of the SM func-
tions will be referred to as IM-SMs and described
further in the section on system management.

Input and Output Modules

A functional diagram of an input module is shown
inFig. 8a. The IM-CAC and IM-SM blocks show that
parts of the CAC and SM functions canreside in each
input module. At the minimum, the IMs mustinclude
the SONET functions for the termination of the
Physical Layer. More details are shown in Fig. 8b.
The optical signal is converted to electrical, and
the digital bitstream is recovered. The payload
and overhead are separated. The overhead is
processed and Physical Layer maintenance is per-
formed. Cells are delineated from the payload
and unassigned (empty) cells are dropped.

After this, error control is performed for each cell
header using the polynomialx8 + x2 + x + 1. In
the default mode, single bit errors are detected
and corrected. If an error is detected and correct-
ed, the mode is switched to multiple bit error
detection (but no correction) for the next cell
header. It remainsin this error detection mode until
a header without detected errors is encountered;
then it switches back to the default mode. In error
detection mode, cells with detected errors are
discarded. Discarded cells should be recorded,
and counts of errored/corrected cells should be
maintained.

Next the IMs translate the VPI/VCI fields and
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tion.

discard cells with invalid fields. In preparation for
routing through the CSF, an internal routing tag
may be attached to each cell (which will be
removed later by the OMs). The internal routing tag
might include destination output port; source
input port; loss tolerance; delay priority; timestamp;
maximum delay bound; delay variation tolerance;
or other housekeeping information for internalmon-

itoring and control purposes. The tag might also indi-

cate whether the cell contains user, signaling, or
management information. Since the tag exists
only within the switch, its contents are deter-
mined by the switch designer.

UPC/NPC is performed for each VPC/VCC
according to the set of traffic parameters speci-
fied in the traffic contract. The parameters
would include at least the peak rate and cell
delay variation tolerance, and might include the
sustainable cell rate and burst tolerance as defined
in [11]. The GCRA, essentially a continuous-state
leaky bucket algorithm, is specified for UPC [11].

W Figure 8. Functional diagram of a) an IM; b) SONET functions; and ¢) UPC/NPC and header transla-

One or more UPC/NPC mechanisms could be
configured, depending on the given parameters
and whether the parameters refer to the CLP=0
flow or total CLP=0+1 flow. An example show-
ing dual UPC/NPC mechanisms to enforce the
peak rates for CLP=0 and CLP=0+1 flows is
shown in Fig. 8c. First, UPC/NPC is applied to
the peak rate of the high priority CLP=0 cells.
Non-conforming cells may be dropped, or if
tagging is requested and implemented, they may
be tagged by changing them to low priority CLP=1.
Tagging may be advantageous if tagged cells are
likely to be delivered successfully without detri-
ment to the QOS to other users, e.g., under light
network loads. The second UPC/NPC enforces
the peak rate for the total CLP=0+1 flow. A
record of discarded cells and loss statistics should
be maintained.

It would be natural to measure and record the
incoming traffic flow at the point where it is con-
trolled. Hence there should be a mechanism com-

The basic
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the CSF is
to route
cells from
its inputs
to the

appropriate

outputs
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attached

internal

routing tag.
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B Figure 9. Functional diagram of OM.

bined with the UPC/NPC to collect measure-
ments about usage per VCC/VPC for billing
purposes. This usage information is provided to
the SM which may receive additional usage mea-
surements from the CSF (where cells may be dis-
carded). If customer billing is handled by centralized
network management, the SM processes the col-
lected information and prepares reports for network
management.

The output modules are considerably simpler than
the input modules, particularly if the IM-CAC
and IM-SM functions are present in the IMs. The
output modules do not involve UPC/NPC and
VPI1/VCI lookup tables, nor do they contain
buffers which we have included in the CSF. A
functional diagram of an output module is shown
in Fig. 9. An OM accepts a stream of cells from
the cell switch fabric, removes the internal rout-
ing tag, generates the HEC field for each header,
maps the cells into SONET payloads, generates
the SONET overhead, and converts the digital
bitstream into optical form. It is assumed that
user cells, signaling cells, and management cells
all go through the CSF. Alternatively, it might be
possible that the OMs receive signaling cells from

M Figure 10. Functional diagram of the CSF.

the CAC and management cells from the SM
directly; these cells are mixed with user cells in
the OMs before transmission.

Cell Switch Fabric

A diagram of the CSF is shown in Fig. 10. The
basic function of the CSF is to route cells from its
inputs to the appropriate outputs according to
the attached internal routing tag. First, cells may
be aligned in time by means of single-cell buffers.
Some buffering is necessary within the routing
fabric due to inevitable contention for output
ports (typically output buffers are on the order of

hundreds of cells or less per port). The favored

approach is buffering at the outputs, although
the buffering may be situated at the inputs,
internally, or externally (as a recirculating buffer)
[3, 44].

The routing operation should recognize delay
priorities (which could be explicit in the internal
routing tag), and the buffering operation must be
capable of selective cell discarding according to
the CLP bit. Both operations should preserve the
sequential order of cells belonging to the same
VCC, which will all have the same delay priority
but not necessarily the same loss priorities. Imple-
mentation of the specific cell scheduling policy is
determined by the network provider. Some pro-
posed scheduling policies for ATM with delay/loss
priorities are described in [24, 25, 45, 46].

The routing fabric may be implemented fol-
lowing any number of approaches such as shared
memory buffer, shared medium, or space-division
network [3]. It appears that almost any approach
is capable of realizing small switch modules, e.g.,
64 x 64 size with 155 Mb/s port speeds. Larger
fabrics can be constructed by interconnection of small
modules in multiple stages. In addition, the CSF
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should provide some amount of redundancy for reli-
ability. This may be achieved by redundant paral-
lel fabric planes (e.g., [47]) or redundant paths in
a single fabric plane (e.g., [48]).

Concentration before the routing fabric could
reduce the size of the routing fabric (e.g., a 10:1
concentration ratio is suggested in [49]). Alterna-
tively, this concentration could occur in a remote
multiplexer outside of the switch. An optional expan-
sion stage at the output side could combine
redundant cells from the parallel fabric planes
and perhaps perform multicasting or broadcast-
ing if required. Some cross-connect capability in
the CSF could be useful for protection switching and
load balancing purposes.

The buffer management must keep track of queue’

statistics and indicate alarms to the SM if congestion
is detected. To monitor performance and resource
usage in the routing fabric, the buffer management
may use housekeeping or timing information con-
tainedin the internal routing tag attached toeachcell.
It must collect sufficient information to determine
the state and nature of congestion of the CSF, e.g.,
whether congestion is increasing or receding, and
whether it is focused or general. Depending on the
state and nature of congestion, it may adjust the cell
scheduling scheme and selective cell discarding in

B Figure 11. Functional diagram of a) an IM-CAC and b) CAC.

the routing fabric. Upon request from the SM, the
buffer management should be able to provide
performance data, congestion information,
records of discarded cells for analysis, and usage
measurement data for accountingmanagement. The
SM may decide to activate the Explicit Forward Con-
gestion Indication, in which case the CSF will
provide the capability to change the PT codes in
cell headers to indicate congestion.

Connection Admission Control

The basic function of the CAC is negotiation of a
traffic contract with the user through signaling
and allocation of resources to support the negoti-
ated QOS. For discussion we assume that a part
of the CAC functions are distributed to the input
modules, referred to as IM-CACs in Fig. 7.
Asshownin Fig. 11a,the IM-CACrecognizes sig-
naling cells (either by their VCIs or an explicit
field in their internal routing tags) within the incom-
ing cell streams. As appropriate, it will pass,
insert, or extract signaling cells. It would be con-
venient to handle meta-signaling cells as well,
although meta-signaling is considered to be part
of the Management Plane. After signaling cells
are extracted, they require SAAL processing to
convert them from cellsinto signaling messages that
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M Figure 12. Functional diagram of a) an IM-SM and b) SM.

can be understood by the CAC. Likewise, signal-
ing messages from the CAC must be encapsu-
lated into ATM cells before insertion into the cell
stream flow. Without the IM-CACs, the CSF
could be used to route signaling cells to and from
the CAC. In that case, the CAC would be respon-
sible for SAAL functions.

A functional diagram of the CAC is shown in
Fig. 11b. Meta-signaling messages are processed
in the meta-signaling negotiation block. When a
user requests a signaling VC through meta-sig-
naling, its service profile identified by the service
profile identifier (SPID) specifiesits level of service.
A signaling VCis allocated resources and assigned

a VCI value which is communicated to the user.
A notification is sent to the signaling VClIs table
(to indicate that a signaling VC has been activat-
ed); UPC/NPC parameters are generated; and
the VPI/VCI translation tables are updated.
Through the signaling VC, the user may request
anew VCC for the exchange of user cells. Based
on the requested QOS and source traffic descriptor,
an appropriate VPC will be chosen, or if one
does not exist, a new VPC will be established. If
the VPC has sufficient capacity for the new VCC,
then the VCC is accepted. The method for deter-
mining sufficiency will be decided by the network
provider. Ifthe VPChasinsufficient capacity for the
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requested VCC, then its capacity is increased if
possibte. If the capacity cannot be increased suffi-
ciently, the requested VCC is not accepted.
Whenever a VCC is established or changed, the
appropriate tables (UPC/NPC parameters,
VPI/VCl translation, VPC/VCCstatus information)
are updated and the changes are reported to the
SM for accounting management. Upon request
from the SM, the CAC will allocate resources for
semi-permanent VPCs/VCCs.

System Management

The SM is complex because it has many responsi-
bilities. It handles Management Plane functions
and communications with the OS or TMN. For
discussionwe assume that a part of the SM functions
are distributed to the input modules, designated
as IM-SMs in Fig. 7. An example of an IM-SM is
shown in Fig. 12a. The IM-SMs perform some
processing for ATM Layer OAM. The VPCs/VCCs
to monitor are identified in atable. For performance
management, user cells are monitored as they
pass, and performance data (e.g., error check)iscal-
culated. The performance monitoring cell following
the user cells is inspected (and extracted if appro-
priate), and its contents are compared with the
calculated performance data. The comparison results
may be reported to other nodes via performance
management cells and reported to the SM.

The IM-SM also performs ATM Layer OAM fault
management. When alarms from the Physical Layer
are detected, it will generate and receive VP/VC-
AIS and VP/VC-RDI cells according to the pro-
cedures described earlier. If continuity checking
is exercised, it keeps track of inactive VPCs/VCCs
and generates Continuity Check cells periodical-
ly, or generates VP/VC-RDI if any VPC/VCCisinac-
tive for too long. In addition, it monitors and
exchanges loopback cells, or upon request from
the SM, itinitiates the loopback procedure. All fault
information is reported to the SM.

If the switch supports UNIs, the IM-SM recog-
nizes ILMI cells and extracts them from the
incoming cell stream. The ILMI cells go through
AALS processing to recover the contained SNMP
messages which are then passed to the SM.

A functional diagram of the SM is shown in
Fig. 12b. The OAM data acquisition block collects
information concerning performance and faults
per VPC/VCC that is reported by the IM-SMs. It
analyzes this data and decides on the appropriate
course of action. For example, indications of acute
failure may require deactivating the faulty equip-
ment and reconfiguring the CSF. These changes may
be controlled through the configuration manage-
ment block. The configuration management
block may also control semi-permanent virtual
connections through negotiation with the CAC.

The congestion control block continually collects’
data aboutimpending congestion and receives alarms
triggered by severe congestion in the CSF. It may
request additonal information from the CSF such as
records of discarded cells for further analysis. It
decides on the level and nature of congestion and
the appropriate actions to be taken by the CSF
such as selectively discarding cells or activating
Explicit Forward Congestion Indication.

The accounting management block collects
data about resource usage per VPC/VCC from
the IM-CACs, CAC, and CSF. If customer billing

is handled by centralized network management,
the SM processes the collected information and
sends billing reports to the OS or TMN.

Finally, the interim local management block is
responsible for ILMI communications. It maintains
an ATM UNI MIB and collects information
about the objects defined in the MIB. For each
UNI supported by the switch, it contains a UME
which communicates with the user across the
UNI by means of exchanging SNMP messages
through the IM-SMs.

Conclusions

e have reviewed the status of industry agree-

ments on OAM and traffic control in ATM.
It is clear that they will have significant implica-
tions on the design of an ATM switching system
because management and control functions will
be a major part of an ATM switch in addition to
the switch fabric.

We believe that the control functions will be
significantly more challenging to implement than
the cell switch fabric which simply routes and buffers
cells. Because control must be exerted at the lev-
els of every virtual connection and individual
cells, we believe that the processing involved may be
intensive. Hence the distribution of these control
and management functions throughout the ATM
switching system will be an important design con-
sideration.

A functional architecture model of an ATM
switching system with basic control and management
functions has been developed in this paper. In the
model, these control functions are partially dis-
tributed to the input modules. This distribution
allows the control functions to be performed in
parallel, and OAM cells may maintain their posi-
tions in the cell streams. However, it suggests that
the input modules may be rather complex to be capa-
ble of the required processing.
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