Tuning of topological interface modes in an elastic beam array system with inerter
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\textbf{A B S T R A C T}

Topological phononic crystals in the mechanical setup became a topic of great interest owing to their applicability in various engineering systems such as waveguides or vibration isolation devices. If such systems are composed of elastic structures, they are usually characterized by a bulk-edge correspondence where the geometrical and material properties can play important role in the existence of stable surface and boundary modes. This work investigates the band transition and topological interface modes in a beam array system, where two sub-lattices of vertically aligned, parallel, and elastically coupled beams are connected at the chain center. To illustrate the existence of interface modes and understand their behavior, the corresponding eigenvalue problem is solved and frequency response function is sought for the system with a finite number of unit cells. Localization of the interface modes is demonstrated based on the steady-state responses of the beam array system to harmonic excitation. The effects of introduced defect masses and inerter interface states are studied separately. It is revealed that the introduction of a small defect mass in the form of concentrated mass attached to some beam in the system does not affect the interface modes within the observed frequency range. On the other side, inerter produce frequency shifts towards lower values, which even in the case of small values of the inerter parameter causes the interface modes to vanish or even to appear inside another frequency band gap. The obtained results give an insight into the influence of inerter devices and their mass amplification effect on the interface states in complex periodic elastic systems. It also investigates the possibility to tune interface modes without significantly affecting the main band structure properties of the system.

\section{1. Introduction}

The most common components of engineering systems are periodic structures, whose understanding of the dynamic behavior or wave propagation properties is often the most important step in achieving their functionality. Such systems can be designed to achieve unique elastic wave characteristics [1], where many ideas come from condensed matter physics and investigations in the field of photonic and phononic crystals or acoustic metamaterials [2]. Probably the most intriguing is an application of quantum spin Hall effects and other topological concepts [3–5] in acoustics and elasticity. Many studies paid attention to topologically protected interface modes in 1D phononic crystals [6] and patterned elastic structures [7] that are immune to defects and exhibit scattering-free wave propagation. Based on their geometric properties, periodic structures can be classified as one-, two- or three-dimensional ones, whose topological properties of wave modes can be determined through topological invariants such as Berry phase [8] or its special case called Zak phase [9,10]. As given in [11,12], the Berry phase is a geometric phase defined as the integration of Berry connection along a closed-loop inside the Brillouin zone (BZ). Therefore, the key thing in the emergence of interface modes in phononic crystals is the geometric phases and wave mode polarization defined by the type of symmetry of edge-mode state, which is the property that can be proved based on experiments and fundamental 1D or more complex 2D and 3D models of acoustic [13–15] and elastic systems [16–18]. Some authors [19] made a connection between the surface impedance of a one-dimensional PC and its Zak phases of the bulk bands to determine the existence of interface states in particular band gaps. This methodology was later applied to determine topological interface states in multiple bands photonic crystals [20], one-dimensional labyrinthine acoustic metamaterials [21] and translational metamaterials [22]. Another but similar approach relies on the determination of topological invariants named winding numbers [23,24] representing eigenvectors around the origin of the complex plane. Marques et al. [25] proposed the generalization of the Zak phase for lattice models with a non-centered inversion symmetry axis by adding the appropriate correction term. Based on the Wilson-loop approach, Wang et al. [26] demonstrated that the nontrivial winding of the Berry phases can be destroyed by adding trivial bulk bands due to...
fragile topology in certain topological classical-wave systems. However, as revealed in [8] for one-dimensional elastic superlattices composed of several masses and spring stiffnesses, a Berry (Zak) phase of individual bands can differ from usual values of 0 or π when the summation of the Berry phases overall bands is an integer multiple of 2π. According to [27], in such cases, the winding number represented by this integer is not an important value in standard discussions of Zak phases which is only meaningful in mod 2π. In our study, this property will be exploited when analysing the topological interface states in an array of coupled beam structures.

One can distinguish two main approaches that are used in mechanical systems to generate interface modes and named upon analog effects in solid physics. The first approach is based on the quantum Hall effect (QHE) that breaks the time-reversal symmetry and belongs to active techniques since it includes components active in time [28]. On the other side, the second approach is passive and it is based on the quantum valley Hall effect (QVHE) or quantum spin Hall effect (QSHE). As given in [29], the coupling of two degenerate wave modes and creation of double Dirac cone along the irreducible Brillouin zone boundary [30] is an important sign of the existence of interface states in mechanical systems. Many studies reported how by breaking the time-reversal symmetry one can generate interface modes [31,32], while Pal et al. [33] investigated the elastic analogs of the quantum valley Hall effect through discrete one and two-dimensional lattices. The aforementioned studies are mostly concerned with linear analysis where interface modes are topologically protected and robust to defects and uncertainties. Recently, Pal et al. [34] investigated the effect of spring nonlinearity on interface modes in discrete one-dimensional spring-mass and two-dimensional lattice systems.

In this study, the main interest is devoted to topological interface modes in one-dimensional elastic phononic crystals. One such system was studied by Yin et al. [35], where topological transition point was confirmed for both longitudinal waves and bending waves. It is worth noting that topological interface states for elastic waves in one-dimensional systems are mostly induced by Bragg scattering. However, Fan et al. [36] demonstrated that it is possible to excite interface state by local resonances in the sub-wavelength range. Similarly, Huang et al. [37] realized topological edge modes in the one-dimensional composite structure as a result of both Bragg scattering and local resonances. Some authors have studied the topologically protected interface modes for both in-plane and out-of-plane [38] bulk elastic waves. Existence of topologically protected interface modes in PCs is a unique property that can be applied to solve many engineering problems in wave localization and isolation [13], control of vibrations, waveguiding [39], acoustic focusing and cloaking [40], energy harvesting [41] etc. In our study, the particular interest is paid to an array of elastic structures that are coupled through elastic medium [42]. For example, Rosa et al. [43] studied the topological pumping in the array of semi-infinite continuous elastic beams coupled through a distributed stiffness showing that adiabatic stiffness modulations along the beams length causes the transition of localized states from one to the opposite boundary of an array. Moreover, some authors raise the question of using the active elastic metamaterials to achieve controllable elastic cloaking [44] or tunable topological states [45].

The majority of studies are limited to the wave propagation analysis of simple sandwich beams with softcore [46] or rigidly connected through periodically distributed ribs [47]. When more complex multiple coupled structures systems are considered, the analyses are mostly limited to dynamic studies of systems with multiple coupled beams [48] or plates [49] through discrete elastic or viscoelastic medium. Recently, Karličić et al. [50] studied the Bloch wave propagation in an array of elastically coupled Rayleigh beams of finite length and with corresponding boundary conditions. Similar configurations of arrays of parallelly connected rods and beams were investigated and exploited in waveguiding applications [39,51,52]. This study is focused on the investigation of topological interface states in such systems and the effect of different parameters on that topology.

Recently, the inerter devices are often used to reduce the vibration responses of various engineering systems [53–55]. As given in [53,56], inerter can be considered as a two-terminal mass element whose terminals can move freely to provide a resisting force proportional to their relative acceleration, where a small actual mass can be magnified into a large apparent mass. Among the first applications of the inerter system are related to the amplification of viscous-damping force [57], while different realizations of these mechanisms are proposed in the literature [58–61]. To model the inerter system, usually the inerter, spring, and damping elements are proposed in the literature based on energy methods [62] or moment of equilibrium equations [63]. Inerters are then used to represent the restoring force in discrete coupled mass-spring systems [64,65], beam structures [66] or nonlinear coupled plates [62,67]. Some recent findings [68] revealed how inertial amplification affects wave dispersion in acoustic metamaterials and demonstrated the possibility to widen the band gaps via inertial amplification. It is well known that active elastic metamaterials have advantages over passive ones since their wave propagation and topological properties can be controlled in real-time without changing their material or geometrical features. On the other side, inerters embedded into the metamaterial or phononic type system are behaving as passive components. However, in [69,70] the authors demonstrated that inerters with easily changeable inertia properties can be constructed and therefore used for tuning of the overall properties of the system.

Inspired by the above studies, we intend to investigate topological interface modes in a multiple beam array system consisting of elastically connected beams of finite length with inerter located in the elastic layers at the interface. In some earlier research papers, the main focus was put on the initial Bloch bands when analysing the interface modes generated in an elastic medium with longitudinal and bending elastic waves [35], with less attention to localization at higher wave modes. Recent investigations included the analysis of multiple interface modes induced by band transitions and exchange in wave mode polarization at both lower and higher wave modes [29]. However, the aforementioned studies are mostly limited to the analysis of one-dimensional phononic type elastic structures observed as beams with periodically varying geometry in the form of changing stepwise circular cross-sections. We aim to show the existence of multiple interface modes in the proposed beam array system at both lower and higher frequency wave modes that are generated by bending vibrations of beams. The corresponding eigenvalue problem will be established and solved to analyse the band structure of the proposed system configuration based on the Euler-Bernoulli beam and Winkler’s type elastic foundation models. Band inversion effect with transition points will be demonstrated based on dispersion analysis at the edges of the first Brillouin zone. The existence of interface modes will be illustrated through eigenvalues and frequency response function analysis of a beam array system with a finite number of unit cells. Moreover, the steady-state responses of beams within the beam array system will be studied for different harmonic excitation frequencies to confirm the interface mode localization at the interface. The effect of the so-called defect mass, i.e. the case with some beam in the system having attached concentrated mass, is investigated to demonstrate the robustness of the interface modes to applied changes. The previously mentioned analyses will be repeated for the beam array configuration with inerters at the interface. The influence of the inerter parameter on eigenvalues, frequency response function, and steady-state responses in space will be studied to show its effects on interface modes. This theoretical study will contribute to the understanding of topological mechanics of connected elastic structures and lead to the possible application of passive components such as inerters in the tuning of topologically protected edge modes.

This work is organized as follows: the general mechanical model of the periodic beam array system with elastically coupled beams and
Problem formulation

2.1. Beam array system with inerters

According to the definition given in [56], the ideal inerter is a mechanical one-port with the property that the equal and opposite forces at the terminals are proportional to the relative acceleration between them. If we consider the two terminals as connection points to other elements (see Fig. 1a for details) and we have displacements \( y_1 \) and \( y_2 \), we can express the force at the terminal as

\[
F(t) = d(y_2(t) - y_1(t))
\]

where \( d > 0 \) is the inertance with units of kilograms. The terminals are also the application points for the forces, which are collinear with the line joining the terminals. Therefore, the main property of the ideal inerter is proportionality between force and relative acceleration.

In this section, an example of a phononic beam array system is given based on the periodically repeating unit cell containing two identical beam elements with the same boundary conditions and coupled through elastic layers of different stiffness properties. It is considered that the beam array system is constructed from two sub-lattices of unit cells that are inverted copies of each other and connected at the interface, where each sub-lattice has \( n \) unit cells with two alternating stiffnesses of connecting layers (see Fig. 1b). Unit cells are periodically distributed in z-direction. Ideal inerters are introduced in the coupling layers below and above the interface beam, while other coupling layers remain the same. By introducing the assumptions from the Euler-Bernoulli beam theory and elastic layers with inerters, the governing equation of motion for the interface beam is given as

\[
pAw_{u,0} + EIw''_{u,0} + 2d(w_{u,0} - d((\ddot{w}_{b,0} + \ddot{w}_{b,-1}) + 2k_1w_{u,0} - k_1(w_{b,0} + w_{b,-1})) = f_{a,0}(x,t),
\]

where \( w'' \equiv \partial^2/\partial x^2, \ddot{\cdot} \equiv \partial^2/\partial t^2 \). In general, \( w_{u,p} \) and \( f_{a,p}(x,t) \) are the displacement and applied periodic force of the \( u \)-th beam in the \( p \)-th unit cell for \( u = a, b \), while \( \rho, A, E \) and \( I \) denotes beam’s density, cross-sectional area, Young’s modulus and cross-sectional moment of inertia, respectively. The beams within the unit cell and with neighboring cells are connected through coupling layers of different stiffnesses \( k_1 \) and \( k_2 \) except at the interface beam, which is from both sides connected with adjacent beams through the coupling layers of the same stiffness \( k_1 \) and inertia amplification \( d \) properties.

The governing equations for the beams in the unit cells below the interface coupled with elastic layers without inerters are given as

\[
pAw_{u,p} + EIw''_{u,p} + k_2(w_{u,p} - w_{b,p}) + k_1(w_{u,p} - w_{b,p-1}) = f_{u,p}(x,t),
\]
\[ \rho A \ddot{w}_{a,p} + EI \dddot{w}_{a,p} + k_2(w_{a,p} - w_{u,p}) + k_1(w_{a,p} - w_{w,p+1}) = f_{b,p}(x,t), \] (3)

and for the beams in the unit cells above the interface as
\[ \rho A \ddot{w}_{a,p} + EI \dddot{w}_{a,p} + k_1(w_{a,p} - w_{b,p}) + k_2(w_{a,p} - w_{b,p+1}) = f_{a,p}(x,t), \] (4)

For the beam array system with finite number of unit cells, the first and the last equations in the system are different from others if the chain edges are not connected to the fixed base. Moreover, due to the presence of inerter, the equations for the beams bellow and above the interface beam, respectively are given as
\[ \rho A \ddot{w}_{b,\alpha} + EI \dddot{w}_{b,\alpha} + k_2(w_{b,\alpha} - w_{u,\alpha}) + k_1(w_{b,\alpha} - w_{w,\alpha}) = f_{b,\alpha}(x,t), \] (5)

For the beam array configuration presented in Fig. 1b, one can adopt identical boundary conditions on all beams, which for the pinned-pinned (PP) beams are \( w_{u,\alpha}(0,t) = \ddot{w}_{u,\alpha}(0,t) = w_{b,\alpha}(L,t) = \dddot{w}_{b,\alpha}(L,t) = 0, u = a, b \). Similar to this, one can easily adopt other types of boundary conditions such as clamped-clamped (CC) beam configuration, which would require only changes in the adopted mode shape functions in the Galerkin approximation to calculate frequency responses and band structure of the system.

In the case when one of the beams is having \( \Xi \) attached concentrated masses, the overall mass of that beam is changed and it can be considered as a defect mass in the chain. This yields a different governing equation, which for some beam in the \( p \)-th unit cell below the interface is given as
\[ \rho A + \sum_{\zeta=1}^{\Xi} m_2(x - \sigma_2) \ddot{w}_{a,p} + EI \dddot{w}_{a,p} + k_2(w_{a,p} - w_{u,p}) + k_1(w_{a,p} - w_{w,p+1}) = f_{a,p}(x,t), \] (8)

or
\[ \rho A + \sum_{\zeta=1}^{\Xi} m_2(x - \sigma_2) \ddot{w}_{b,\alpha} + EI \dddot{w}_{b,\alpha} + k_2(w_{b,\alpha} - w_{u,\alpha}) + k_1(w_{b,\alpha} - w_{w,\alpha}) = f_{b,\alpha}(x,t), \] (9)

where \( \sigma_2 \) is the position of \( \zeta \)-th mass on the beam and \( \delta \) is the Dirac function.

2.2. The eigenvalue problem and frequency response function

The first step is to discretize the motion equations of the unit cell by using the Galerkin approximation. The solution is assumed in the following form
\[ w_{a,p}(x,t) = \sum_{j=1}^{N} q_{a,p,j}(t) \phi_{a,p,j}(x), \quad u = a, b, \] (10)

where \( q_{a,p,j} \) and \( \phi_{a,p,j} \) are the generalized time functions and assumed trial (mode shape) functions of the bare beam, respectively. \( N \) is the number of adopted terms in the Galerkin approximation series. In structural dynamic problems, the mode shape functions satisfying the boundary conditions are often used in the method of separation of variables to solve the PDEs. If the beam array configuration without concentrated masses is observed, applied mode shape functions of the bare beam also satisfy the boundary conditions and the obtained solution can be considered as the exact one for the finite number of adopted modes. The application of the Galerkin approximation comes into the effect when the case with concentrated masses is observed, where the adopted mode shape functions of the bare beam are not the exact functions satisfying the boundary conditions. In that case, the accuracy of the obtained approximated solution can be increased by adopting the higher number of terms in the Galerkin approximation.

Inserting Eq. (10) into the governing Eqs. (1)-(9), multiplying them with the corresponding trial functions, integrating over the beam’s domain and taking into account corresponding orthogonality conditions (see Appendix A) gives matrix equations of the form
\[ Mq + Kq = f, \] (11)

where \( M \) is the mass matrix and \( K \) is the stiffness matrix of the system, while \( f \) is the force vector. By introducing the harmonic solution of the form \( q_i = q_0 e^{i\omega t}, j = \sqrt{-1} \), and taking that \( f = 0 \), yields the following eigenvalue problem
\[ (K - \omega^2 M)q = 0. \] (12)

The elements of the stiffness \( K \) and mass matrix \( M \) are given in the Appendix A. By solving the above eigenvalue problem for a finite number of unit cells and adopted terms in the Galerkin approximation, one can detect interface modes which are located within the band gaps. To confirm the existence of localized modes, we will determine the frequency response function of the system by assuming the harmonic force \( F_\nu e^{i\omega t} \) acting on the last beam \( w_{b,n} \) bellow the interface such that \( f_{b,n-\nu} = F_\nu e^{i\omega t} \int_0^L \delta(x - \xi) \phi_{b,n-\nu}(x) dx = F_\nu e^{i\omega t} \phi_{b,n-\nu}(\xi) \) for \( \nu = -1, 0, 1 \).

2.3. Band inversion

Let us assume that the infinite beam array system is composed of unit cells with two identical beams coupled mutually and with adjacent unit cells through springs of different stiffnesses \( k_1 = k(1 + \gamma) \) and \( k_2 = k(1 - \gamma) \). If we choose some \( p \)-th unit cell described via equation of the form as Eqs. (4) and (5) when \( f_{a,p} = 0 \) and \( f_{b,p} = 0 \). The unit cells can be identified by considering the following notation \( p + \nu \), with \( \nu = -1, 0, 1 \) denoting the previous, present, and subsequent unit cell, respectively. Then, by taking above the Galerkin approximation and the Floquet-Bloch theorem for the plane wave solution of the form
\[ q_{a,p+\nu} = Q_{a,p}(\nu)e^{i(\omega t + \mu p + \nu c)}, \quad u = a, b, \] (13)

one can obtain the matrix equation as
\[ (K_p - \omega^2 M_p)q = \begin{pmatrix} K_{11}^p & K_{12}^p \\ K_{21}^p & K_{22}^p \end{pmatrix} - \omega^2 \begin{pmatrix} M_{11}^p & 0 \\ 0 & M_{22}^p \end{pmatrix} \begin{pmatrix} q_{11}^p \\ q_{22}^p \end{pmatrix} = 0, \] (14)

where \( q \) is the vector of wave amplitudes while elements of matrices \( K_p \) and \( M_p \) of dimension \( 2N \times 2N \) are given in Appendix B. By solving this inverse eigenvalue problem in Eq. (14) one can obtain \( m \) eigenvalues \( \omega_{m} \) and eigenvectors \( q_{m} \), as functions of the wave propagation constant \( \mu \), which will yield corresponding dispersion relations. Moreover, by investigating the eigenvectors of the beam array system one can additionally examine topological features of eigensolutions when stiffness parameter \( \gamma \) is varied as a positive and negative value. This kind of analysis can provide us with information on the existence of band inversion in the beam array system. As explained in [34], in a one-dimensional mass-spring lattice system one can observe a change of eigenvectors for varying wavenumber \( \mu \) over the first Brillouin zone. According to this, the transformation of stiffness parameter \( \gamma \) from positive to negative values can change the eigenvectors but not eigenvalues. The same transformation can be achieved by reversing the direction of the lattice basis vector or through the translation of the unit cell by one mass in the chain. These transformations are attributed to changes in the gauge, which then changes the eigenvectors and the topology of the vector bundle related to the solution of the corresponding eigenvalue problem. The topology of this vector bundle can be evaluated by using the Zak phase.
for the bands, which is a special case of the Berry phase used to characterize the band topology and band inversion in 1D periodic media. For some \( m \)-th band, the Zak phase can be calculated as

\[
Z = \int_{-\pi}^{\pi} \left[ \psi_{\mu}(\mu) \cdot \partial_{\mu} \psi_{\mu}(\mu) \right] d\mu
\]  

(15)

where \( \psi_{\mu}(\mu) \) is the Hermitian of eigenvector \( \psi_{\mu}(\mu) \). A more simplified discretized form of Eq. (15) can be used in numerical calculation of the Zak phase as

\[
\Theta^{Zak} = -\text{Im} \sum_{\ell=0}^{P-1} \ln \left[ \frac{\psi_{\ell}(\frac{m}{P} x)}{\psi_{\ell}(\frac{m+1}{P} x)} \right]
\]

(16)

The Zak phase need to be calculated for each band and it usually take values \( \Theta^{Zak} = 0 \) or \( \Theta^{Zak} = \pi \). Since the Zak phase is not gauge invariant, the choice of coordinate reference and a unit cell must remain the same during computation. Therefore, the Zak phase can give us important information about the geometric phases of the bulk band and the existence of interface modes in different PC configurations [29]. However, despite the fact that from Eq. (14) one can easily determine the resulting eigenvalues and eigenvectors, above Eqs. (15) and (16) seem to be inapplicable to the present problem since aforementioned values of the Zak phase \( \Theta^{Zak} = 0 \) or \( \Theta^{Zak} = \pi \) cannot be obtained for individual bands. This will be elaborated additionally in the following section.

One can also predict the generation of interface modes when there is a mode transition frequency (band transition point) between the band gaps of topologically distinct PCs. More precisely, interface modes can be induced by varying the symmetry of the band-edge states at both the upper and lower edges of the band gap. It should be noted that for the beam array system with inerters at the interface, the dispersion relations cannot be constructed via the classical Floquet-Bloch approach since it requires that all unit cells in the system are identical. Either way, in the following numerical analysis the bulk band of a beam array system with inerters will be computed to reveal the effect of inerters on band inversion. This requires only minor changes in the mass matrix from Eq. (14) to account for the effect of inerters in the representative unit cell.

3. Numerical results

In this section, the results for the frequency response function (FRF) and band structure will be given first to demonstrate the existence of interface modes in the coupled multiple beam array system without inerters. Further, the influence of inerters in discrete mass-spring and multiple beam array systems will be investigated to reveal their effect on interface modes. The following values of parameters are adopted in numerical simulations if not given differently: Young’s modulus \( E = 3.2 \cdot 10^7 \) [Pa], cross-sectional moment of area \( I = 4.5 \cdot 10^{-11} \) [m^4], beams length \( L = 0.8 \) [m], cross-sectional area \( A = 6 \cdot 10^{-5} \) [m^2], density \( \rho = 1190 \) [kg/m^3], and mean stiffness \( k = 200 \) [N/m^2] related to stiffnesses \( k_1 = k(1 + \gamma) \) and \( k_2 = k(1 - \gamma) \), with \( \gamma \) denoting the dimensionless stiffness parameter. All given numerical examples of a beam array system without defect mass are calculated for adopted \( N = 5 \) terms in the Galerkin approximation, which enables us to study all the important interface modes in the lower and higher frequency range. For the reasons mentioned previously, the number of adopted terms in the Galerkin approximation is increased to \( N = 10 \) for the configuration where the so-called defect mass is introduced. When calculating the FRF, a beam array system with a finite number of \( n = 10 \) unit cells on each side of the interface is considered, where beams at the two opposite ends of the chain are free (not connected to the fixed base) and denoted as \( u_{h,-10} \) and \( u_{h,10} \). The whole system is having an odd number of beams such that the beam denoted as \( u_{h,0} \) is in the center. Here, we will consider as symmetric those modes where displacement of the interface beam is equal to zero while adjacent beams are oscillating with the same amplitude but opposite phase. This is not the case with the anti-symmetric modes, where beams adjacent to the interface are in phase and the interface displacement is different from zero. Therefore, we measure the frequency response of the beam \( u_{h,0} \) presuming that displacement of the interface beam displacement \( u_{h,0} \) in symmetric modes is equal to zero. It should be noted that in the FRF analysis, the harmonic force is acting on the last beam \( u_{h,-10} \) at the point \( \zeta = 0.45 \) [m], to move it away from the central node (point with zero displacements in certain mode shapes of the pinned-pinned beam). Steady-state responses are calculated based on a methodology similar to those found in [71], where convolution integral solution is applied to determine the steady-state amplitudes. All the responses are measured at the point \( x = 0.5 L \).

3.1. Beam array system without inerters

First, we will show the example of a finite beam array system without inerters. This includes both, showing the eigenvalue analysis and frequency response function that are plotted for frequencies normalized with the first natural frequency of the simply supported bare beam. Figure 2 shows eigenvalues (left) and FRF (right) of the beam array system with an interface for adopted five modes in the Galerkin approximation. It illustrates several narrow passbands and band gaps as well as interface modes at both lower and higher frequency ranges for the value of stiffness parameter \( \gamma = 0.5 \) (\( k_1 > k_2 \)), where interface modes are localized within the narrow band gaps, see Fig. 2a. Figure 2b shows eigenvalues and FRF of the beam array system when \( \gamma = -0.5 \) is a negative value, i.e. in the case where the stiffness of layers below and above the interface beam is weak (\( k_1 < k_2 \)). Here, the majority of interface modes migrate into the bulk indicating their trivial nature but certain interface modes remain inside the band gaps. A similar effect can be viewed in 1D phononic mass-spring chains [33], when the unit cell configuration includes two identical masses and two springs of different stiffness properties. In our case, one can notice the existence of multiple bands and higher frequency interface modes since instead of discrete mass-springs, continuous beam structures are used. It is well known that continuous structures are having an infinite number of degrees of freedom and mode shapes. However, we depicted only the lower modes which can be encompassed by the five-term Galerkin approximation. It is interesting to note that in all four sub-figures one can identify a band gap that starts from a zero frequency, with no interface modes detected inside it. Such obtained band gap is a specific feature of the proposed beam array system that was found earlier in [50] and explained with more details.

Normalized steady-state displacement amplitudes (red asterisks) are given in Fig. 3 to demonstrate the existence of interface modes in space. Normalization in this case is performed by dividing all amplitudes with the maximal steady-state amplitude for the current beam array configuration. Here, the beam array system with \( n = 15 \) unit cell on each side of the interface and sixty one beams in the system is considered, where harmonic excitation is applied to the first beam below the interface denoted as \( u_{h,-15} \). The beam array configuration with adjacent high stiffness springs \( \gamma = 0.5 \) at the interface is considered as an example. Four different interface modes are presented for the cases when the harmonic excitation is near the resonant (interface) frequency. Modes are counted as they appear in Fig. 2a, starting from the lowest frequency interface mode. It should be noted that frequencies given in figures are truncated to four decimal places for convenience but the exact values should be calculated for the repetition of the results. It can be noticed that all given interface modes except one can be characterized as symmetric since the interface beam is at rest while the neighboring beams are oscillating with the same amplitude (but opposite phase). The third given interface mode (upper right sub-figure) can be considered as the anti-symmetric one since the amplitudes of the interface and adjacent beams are different from zero (they are oscillating in phase).

Fig. 4 shows dispersion curves and band inversion in the beam array system at the limits \( \mu = \pi \) of the first Brillouin zone, which is obtained by solving the eigenvalue problem from Eq. (14). Fig. 4a and c shows several branches and band gaps at lower and higher frequency ranges for
the value of stiffness parameter $\gamma = 0.5$ and $\gamma = -0.5$, respectively. It can be noticed that the band structure does not change under transformation $\gamma \rightarrow -\gamma$, which means that eigenvalues are not changing, which is not the case with eigenvectors. Narrow band gaps existing between some branches are vanishing for $\gamma = 0$ (the case with all identical springs), where band gaps are closing at the edges of the first Brillouin zone. As revealed in [72] for diatomic lattices, the transition between acoustic and optical frequencies from approaching to veering, a phenomenon called eigenvalue loci veering (avoided-crossing), occurs when the band gap is closing i.e. it requires non-trivial topology. In other words, veering is a consequence of rapid variation in the eigenvectors, which can then cause band inversion or band localization. Similar behavior can be noticed in our case but for several bands at lower as well as higher frequency ranges. Whether certain edge (interface) modes are trivial or not can be illustrated by calculating the invariants associated with separate bands i.e. the topology of their vector bundles, which is usually characterized through the Zak phase. However, as stated earlier in the text, calculating the Zak phase of individual bands in a multi-band system can be a difficult task. In our case, when using the Eq. (16) to calculate the Zak phase for ten bands obtained from the eigenvalue problem in Eq. (14) yields values of Zak phases which are different from the usual 0 or $\pi$ but whose summation yields the integer multiple of $2\pi$. As given by [27], such obtained value is not important from the perspective of standard discussion of the Zak phase and will not be elaborated further in this study. Fig. 4d demonstrates the existence of band inversion when $\gamma$ is varied from minus to plus values. Moreover, one can easily notice multiple band inversions at both, lower and higher frequencies, thus indicating the existence of localized modes.

### 3.2. The effect of defect mass

As given by Eqs. (8) and (9), the concentrated mass attached to the random beam in the system changes the mass matrix of the system. The beam with changed mass compared to other beams in the system can be considered as a defect mass in the chain. Here, we investigate whether this defect may cause changes in the interface modes of the adopted beam array configuration. It is well known that the main property of the topologically protected interface modes is their robustness to defects and disorders. Defect mass is represented by the single concentrated mass $m_i = mpAL$ attached at the mid-span $s_i = 0.5L$ of the beam denoted as $u_{\omega_{i10}}$. For this purpose, a case with $n = 20$ unit cells on each side of the interface is adopted as well as $N = 10$ terms in the Galerkin approximation.

In Fig. 5 we depicted four different cases of the value of concentrated mass attached at the beam denoted as $u_{\omega_{i10}}$. One can observe that all of the interface modes (red dashed lines) that exist in the system without defect mass remain the same in the system with the defect mass. However, some new defect modes emerge inside the frequency band gaps by gradually increasing the value of the attached mass (see black dash-dotted lines in Fig. 5). More precisely, only two additional defect modes emerge in higher frequency band gaps for the lower values of mass (second sub-figure from the left side) while four and five additional defect modes are present in both lower and higher frequency band gaps for the higher values of attached mass (third and fourth sub-figure from the left side). The obtained frequencies of the defect modes mismatch with the frequencies of the interface modes and are localized in the chain at the place of the defect mass i.e. in the beam with attached concentrated mass denoted as $u_{\omega_{i10}}$. Interface modes of the beam array system without and with the defect mass remain the same in all four configurations and are not affected by changes and different mass distribution in the system. Therefore, interface modes are immune to the presence of defect mass in the system. Moreover, an increase in the number of terms in the Galerkin approximation also does not affect interface modes due to previously mentioned reasons. It should be noted that the numbers of unit cells and terms in the Galerkin approximation are increased mostly to contribute to more precise determination of newly emerged defect modes. Since these modes are affected by changes of the mass, the case with $N = 10$ terms in the Galerkin approximation is used to achieve higher accuracy.

### 3.3. Mass-spring-inerter system

For the sake of simplicity and more clear insight into the effect of inerter on interface modes, we first show the frequency response function of the discrete mass-spring-inerter chain system with the interface, which is composed of unit cells with two identical masses having displacements denoted as $y_{i,p}$ and $y_{i,b,p}$, with $p$ denoting the unit cell number. The corresponding equations are derived in Appendix C. Masses and unit cells are mutually connected through springs with stiffness properties $k_i = \kappa(1 + \gamma)$, $k_i = \kappa(1 - \gamma)$ with $\kappa$ being the mean stiffness and $\gamma$ denoting the dimensionless stiffness parameter. Parameters are nondimensionalized (see Appendix C) such that stiffness related parameters
Fig. 3. Normalized steady-state displacement amplitudes of the beam array system with \( n = 15 \) unit cells on each side of the interface and the first beam \( u_{y,15} \) excited near the interface frequency.

become \( \tilde{k}_1 = 1 + \gamma \) and \( \tilde{k}_2 = 1 - \gamma \) while inharmonics is characterized by the dimensionless inertia parameter denoted as \( \tilde{d} \). The case of the mass-spring-inerter chain with \( n = 30 \) unit cells on each side of the interface is adopted, with the interface mass denoted as \( y_{(a,0)} \) and end masses given as \( y_{(b,30)} \) and \( y_{(b,30)} \). The value of dimensionless stiffness parameter \( \tilde{\gamma} = 0.4 \) is adopted in both cases. We assume that the left end of the chain is fixed and the other is free, and we compute the frequency response function assuming that \( y_{(b,30)} = F_0 e^{j\omega}, F_0 = 1 \) for the mass at the left boundary. Fig. 6 shows the case when \( \tilde{d} = 0 \), i.e. when the pure mass-spring chain is considered, while the second case belongs to the mass-spring-inerter chain system with the value of inerter parameter \( \tilde{d} = 0.1 \). FRF is measured for the central mass \( y_{(a,0)} \) in the chain (not the interface mass \( y_{(a,0)} \)). In the pure mass-spring chain one can observe interface modes at the frequency \( \Omega = \sqrt{2} \) for symmetric and \( \Omega > 2 \) for the anti-symmetric mode as revealed in [34], Fig. 6a. By introducing the inerter, one can notice an obvious shifting of interface mode frequencies towards lower values for both symmetric and anti-symmetric modes. However, this shifting is more pronounced at the higher frequency interface mode than for the lower one located inside the band gap.

The effect of inerters on interface modes in the mass-spring-inerter system can be seen more clearly in Fig. 7. The eigenvalues are calculated for the mass-spring and mass-spring-inerter system with \( n = 30 \) unit cells on each side of the interface. Corresponding interface mode frequencies from Fig. 6 are detected and plotted for varying stiffness parameter \( \tilde{\gamma} \). The first, lower frequency interface mode, is given in Fig. 7a for the pure mass-spring and two different cases of the mass-spring-inerter system. The second, higher frequency interface mode, is given in Fig. 7b for the same values of parameters. In the case of the pure mass-spring system (\( \tilde{d} = 0 \)) and the first interface mode one can notice that the frequency is changing for \( \tilde{\gamma} < 0 \) while it is constant for \( \tilde{\gamma} > 0 \). As explained in [34], this behavior is attributed to the property of symmetric modes that changing the stiffness of springs on both sides of the interface does not change the dynamics of the interface mass. Also, this interface mode is considered to be symmetric only for \( \tilde{\gamma} > 0 \) and it is independent of \( \tilde{\gamma} \). In the
Fig. 4. Dispersion curves and band inversion of the elastically coupled beam array system without inerters.

3.4. Beam array system with inerters

Fig. 8 displays band inversion of the elastic beam array system for the representative unit cell with inerters. The results are given for the limits of the band gap ($\mu = \pi$) and variations of the parameter $\gamma$. By computing the bulk band of a beam array system with inerters, we can additionally investigate the effect of inerters on band inversion. If we compare band inversion plots of the beam array system in two different cases, with lower $d = 0.0001$ and higher $d = 0.001$ values of the inerter parameter, one can notice an obvious shifting of band inversion points towards positive values of $\gamma$ and lower frequencies. The shift of the degeneracy point is more clear at higher frequencies. More precisely, band inversion points in a beam array without inerters are all located at $\gamma = 0$ (Fig. 4d) while by introducing the inerters one can notice that the bulk band degeneracies shift towards positive values of $\gamma$ with decreasing frequency, even for small values of the inerter parameter $d$. The obtained results indicate that the system is very sensitive to changes of the inerter parameter, and therefore interface states will be significantly distinct from those of the system without them, especially for higher frequency interface modes.

Similar to the discrete mass-spring-inerter chain, we can now study the interface modes in the beam array system with inerters at the in-
interface (see Fig. 1b). To investigate this, we show the eigenvalues and FRF of the proposed configuration for the value of dimensionless stiffness parameter $\gamma = 0.5$ and two different values of inerter parameter $d = 0.001$ and $d = 0.01$, Fig. 9. It demonstrates the existence of interface modes in both lower and higher frequency band gaps. By introducing and increasing the inertia parameter, one can notice a slight shifting of existing interface modes towards lower frequencies. However, when speaking about lower frequency interface modes, one can notice that they remain within the same band gaps while those at higher frequencies migrate into the bulk or towards lower frequency band gaps. More precisely, in the configuration without inerters (Fig. 2) the higher frequency interface modes are located within the narrow band gaps while in the inerter case they appear in the wide band gaps below them.

Here, similar to the trivial case in Fig. 2b, we intend to investigate the behavior of interface modes of the beam array with inerters in the configuration $\gamma = -0.5$ i.e. when $k_1 < k_2$. Fig. 10 shows FRF of the beam array system for two different values of the inerter parameter $d = 0.001$ and $d = 0.01$. One can notice only fewer interface modes in the configuration without inerters (Fig. 2b) or even fewer number of them in the configuration with inerters but with a low value of inerter parameter $d = 0.001$, see Fig. 10a. This means that the remaining modes migrate into the bulk due to the decreased frequencies caused by the presence of inerters at the interface. By increasing the inerter parameter in Fig. 10b, one can observe the emergence of several interface modes localized in the higher frequency band gaps. This agrees well with the previous findings for the bulk band that the presence of inerters mostly affects higher frequency bands. Even though the nature of the effect of the inerter on higher frequency interface modes cannot be clearly explained, it is obvious that it only slightly changes the lower frequency interface modes.

To demonstrate the interface modes in space for the beam array system with inerters, normalized steady-state displacements are plotted in Figs. 11 and 12 for two different values of inerter parameter. In both
cases, only the first and the third interface frequencies (see Fig. 9 for
details) is given when the harmonic excitation is near the resonant
frequency. It can be noticed that the first interface mode is the symmetric
one since the interface beam is at rest while the adjacent ones oscil-
late with the same amplitude (but opposite phase). On the other side,
the third interface mode is the anti-symmetric one since the amplitudes
of the interface and adjacent beams are different from zero (they are
oscillating in phase). It should be noted that the discrepancy between
the second and third modes in Fig. 9a is very small and can be viewed
only by zooming that particular frequency range. However, based on
presented results one can notice that the first interface mode given in
Fig. 12a appears at a lower frequency for an increase of the value of
the inerter parameter. On the other side, the third interface mode (see
Fig. 9b) given in Fig. 12b occurs at a higher frequency. This interface
mode is newly emerged and it does not correspond to the third mode
from Figs. 9a and 11b, since that mode now becomes the second one
and it almost migrates into the bulk (see Fig. 9b for details). This can be
checked by gradually increasing the value of the inerter parameter.
Finally, to show the tuning potential of the inerter on interface modes
in the beam array system, we investigate the behavior of particular in-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{interface_mode_frequency.png}
\caption{Interface mode frequencies of the mass-spring and mass-spring-inerter system for varying \(\gamma\) and different values of dimensionless inerter parameter \(\tilde{d}\).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{band_inversion.png}
\caption{Band inversion of the elastically coupled beam array system with inerter and different values of the inerter parameter \(d\).}
\end{figure}
Fig. 9. Natural frequencies and frequency response function of the elastically coupled beam array system with inerters and given in the configuration $k_1 > k_2$.

Fig. 10. Natural frequencies and frequency response function of the elastically coupled beam array system with inerters and given in the configuration $k_1 < k_2$.

interface modes for varying stiffness parameter $\gamma$ and for three different values of the inerter parameter. In that regard, we chose two interface modes from Fig. 2a, the first at the lowest frequency (the first red dashed line) and the next one at the higher frequency (the fifth red dashed line). Fig. 13a shows the lower frequency interface mode for varying stiffness parameter $\gamma$ and three different values of the inerter parameter $d$. One can notice that for the case without inerter $d = 0$, the interface mode frequency is increasing while $\gamma$ is negative, which then becomes constant for positive values of $\gamma$. Similar behavior can be noticed in Fig. 13b for the higher frequency interface mode when $d = 0$. This behavior at certain interface modes is similar to the behavior of symmetric interface modes in the simple mass-spring model given in Fig. 7a. By introducing the inerters, this behavior is affected and the frequency starts to decrease for $\gamma > 0$. This effect is even more pronounced in the higher frequency interface mode in Fig. 13b. However, this is different from the results obtained for the mass-spring-inerter system, where the frequency of the interface mode decreases for both $\gamma > 0$ and $\gamma < 0$ while the symmetry properties are preserved. In the case of a beam array system with inerters, the frequencies of interface modes decrease due to the mass amplification effect of inerters. However, one can notice that observed interface modes are independent of the inerter parameter when $\gamma < 0$, which can be attributed to the fact that inerters are introduced only at the interface and the weak interface coupling ($k_1 < k_2$) localized modes are not affected by changes of the inerterance.

4. Conclusion

This work demonstrates how localized modes can be induced at the interface of a one-dimensional beam array system with beams mutually connected through elastic layers with two alternating stiffnesses. Governing equations are discretized and matrices for the corresponding eigenvalue problem obtained to calculate the eigenvalues, frequency re-
response function, and steady-state response amplitudes in space. Suitable numerical examples are given to illustrate the band inversion effect and the existence of interface modes in the proposed system. In this paper, we have made the following main contributions:

- In the beam array system without inerters we demonstrated the existence of multiple bands and interface modes mostly located within the narrow band gaps and localized at the interface between two sub-lattices.
- We examined the effect of defect mass introduced into the elastic beam array system and showed that existing interface mode frequencies are not affected by such changes. However, new defect modes localized at the place of defect mass emerge within the higher frequency band gaps for lower values of the defect mass and at both lower and higher frequency band gaps for the higher values of that mass.
- For the simple mass-spring-inerter chain we illustrated that the existing localized interface modes in the mass-spring chain can be shifted toward lower frequencies when introducing the inerters, while their symmetric properties are preserved.
- We revealed that multiple interface states in a beam array system with inerters at the interface can be tuned at both lower and higher frequency ranges by changing the inerter, while higher interface frequencies can migrate into bulk or even emerge at lower frequency band gaps.

This work shows how exploiting the inerters and their mass amplification effect can lead to tunable periodic mechanical structures ex-
hibiting localized modes at interfaces and showing high potential for application in future tunable engineering systems and devices.
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Appendix A. Mode shape functions and matrix coefficients

In the Galerkin weighted residual method, the trial functions are considered as the weighting functions that need to satisfy the according boundary and orthogonality conditions. These requirements can be met by several types of functions, and in our case, the mode shape functions of a simply supported bare beam will be employed. Using this approximation method is especially important for the beams with attached concentrated masses since the exact mode shape function satisfying boundary conditions cannot be derived straightforwardly. If beams in the proposed beam array system are identical and have the same edge conditions, they can be approximated by the same trial functions. The mode shape functions of a bare simply supported beam can be expressed as

\[ \phi_{nk\beta} = \phi_i = \sqrt{\frac{2}{\rho A L}} \sin \beta_i x, \quad \beta_i = \frac{r \pi}{L}. \]

Above given function depends on a number of mode \( r \) while the relation between the bare beam natural frequency \( \omega_0 \) and dimensionless eigenvalue \( \beta_i \) is given as \( \omega_0^2 = \beta_i^2 \frac{EI}{\rho A L} \). The constant \( \sqrt{\frac{EI}{\rho A L}} \) is chosen such that it makes the trial functions mutually orthogonal and mass normalized, while the eigenvalue \( \beta_i \) is obtained as a solution of the well-known frequency equation of the simply supported beam.

To make the trial functions orthonormal with respect to the beam mass, the following orthogonality conditions are used

\[
\int_0^L \rho A \phi_i(x) \phi_j(x) dx = \delta_{ij},
\]

\[
\int_0^L EI \phi_i(x) \phi_j(x) dx = \alpha_i^2 \delta_{ij}, \quad r, s = 1, 2, ..., N.
\]

where \( \delta_{ij} \) is the Kronecker delta.

Mass \( M \) and stiffness \( K \) of dimension \((4n+1)N \times (4n+1)N \) are given as follows

\[
M = \begin{bmatrix}
M_{0,0} & 0 & \cdots & 0 & 0 \\
0 & M_{2,0} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & M_{2n-2,0} & 0 \\
0 & 0 & 0 & 0 & M_{2n,0}
\end{bmatrix},
\]

\[
K = \begin{bmatrix}
K_{0,0} & 0 & \cdots & 0 & 0 \\
0 & K_{2,0} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & K_{2n-2,0} & 0 \\
0 & 0 & 0 & 0 & K_{2n,0}
\end{bmatrix}.
\]
\[ K = \begin{bmatrix} K_{2n+1}^{a-k} & K_{2n+1}^{a-k+1} & \cdots & 0 & 0 & 0 & 0 & 0 \\ K_{2n+1}^{a-k} & K_{2n+1}^{a-k+1} & \cdots & 0 & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & K_{2n+1}^{a-k} & K_{2n+1}^{a-k+1} & \cdots & 0 & 0 \\ 0 & 0 & 0 & 0 & K_{2n+1}^{a-k} & K_{2n+1}^{a-k+1} & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & 0 & \cdots & K_{2n+1}^{a-k} & K_{2n+1}^{a-k+1} \\ 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & \cdots \\ \end{bmatrix} \]

while vector \( q \) is given as

\[ \overline{q} = \begin{bmatrix} q_{1}^{a-k} \\ q_{2n+2}^{a-k} \\ \vdots \\ q_{2n+1}^{a-k} \\ q_{2n+2}^{a-k+1} \\ \vdots \\ q_{2n+1}^{a-k+1} \\ q_{2n+1}^{a-k+1} \\ \vdots \\ q_{2n+1}^{a-k+1} \\ q_{2n+1}^{a-k+1} \\ \vdots \\ \end{bmatrix} \]

By taking into account the beam's modes and orthogonality conditions, one can determine the coefficients of the above global mass matrix by defining the \( N \times N \) diagonal submatrices calculated as

\[ M_{ij}(\rho A) = \rho A \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad i, j = 1, 2, \ldots, 4n + 1. \]

If we consider that concentrated masses are attached to beams denoted with \( b \) in the \( p \)-th unit cell, then the corresponding diagonal submatrices are given as

\[ M_{ij}(\rho A) = \rho A + \sum_{b=1}^{B} q_{b} \delta(\alpha - \sigma), \quad i, j = 1, 2, \ldots, 4n + 1. \]

Further, diagonal submatrices related to the interface beam connected with adjacent beams through inerter springs are given as

\[ M_{ij}(\rho A + d) = \rho A + d \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad i, j = 1, 2, \ldots, 4n + 1. \]

and super and sub diagonal submatrices given as

\[ M_{ij}(\rho A + 2d) = \rho A + 2d \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad i, j = 1, 2, \ldots, 4n + 1. \]

Similarly, diagonal submatrices of the global stiffness matrix can be calculated as

\[ K_{ij}(\rho A) = EI \int_{0}^{L} \phi_{i}''(\alpha) \phi_{j}(\alpha) d\alpha + (k_{1} + k_{2}) \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}'(\alpha) d\alpha + \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad i, j = 1, 2, \ldots, 4n + 1. \]

and super and sub diagonal submatrices as

\[ K_{ij}(\rho A) = -k_{1} \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad \text{for } r = s, \]

\[ K_{ij}(\rho A) = -k_{2} \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad \text{for } r \neq s. \]

### Appendix B. Matrix coefficients for the band structure

Dimension of mass \( M_{a} \) and stiffness \( K_{a} \) matrices in Eq. (13) is \( 2N \times 2N \), which depends on the number of adopted terms in the Galerkin approximation. Following the same procedure as above, and adopting the corresponding mode shapes and orthogonality conditions, the elements of the mass and stiffness matrix are determined as

\[ M_{ij}^{a,p} = M_{ij}^{a,p}(\rho A) = \rho A \int_{0}^{L} \phi_{i}(\alpha) \phi_{j}(\alpha) d\alpha, \quad i, j = 1, \ldots, 4N + 1. \]

By taking that \( f = 0 \), one obtains the eigenvalue problem whose solution gives natural frequencies \( \Omega \) of the proposed mass-spring-inerter chain system. For the finite number of unit cells on each side of the interface and fixed-free chain, where the first mass on the left side \( y_{a,0} \) is fixed to the base, the elements of the mass matrix \( M' \) and stiffness \( K' \) matrix of dimension \((4n+1) \times (4n+1)\) are given as

\[ M' = \begin{bmatrix} 1 + 2d & -d & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\ -d & 1 + 2d & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 + 2d & -d & \cdots & 0 & 0 & 0 \\ 0 & 0 & \cdots & -d & 1 + 2d & \cdots & 0 & 0 & 0 \\ 0 & 0 & \cdots & 0 & -d & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \end{bmatrix} \]

\[ K' = \begin{bmatrix} 1 + 2d & -d & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\ -d & 1 + 2d & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 + 2d & -d & \cdots & 0 & 0 & 0 \\ 0 & 0 & \cdots & -d & 1 + 2d & \cdots & 0 & 0 & 0 \\ 0 & 0 & \cdots & 0 & -d & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \end{bmatrix} \]
\[ K^2 = \begin{bmatrix}
\frac{1}{2} k_1 + k_2 & -k_2 & -k_1 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & 0 & 0 & 0 \\
-k_2 & \frac{2}{3} k_2 & -k_1 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & 0 & 0 \\
-k_1 & -k_1 & \frac{1}{2} k_1 + k_2 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix} \]

Fig. C.14. Illustration of the mass-spring-inert chain system.
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