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Abstract

This chapter gives an overview of the major types of electronic attacks encountered
today and likely to continueinto theforeseeabl efuture. A compr ehensive under standing
of attackers, their motives, and their methods is a prerequisite for digital crime
investigation. Therange of possible cyber attacksisalmost unlimited, but many attacks
generally follow the basic steps of reconnaissance, gaining access, and cover-up. We
highlight common methods and tools used by attackers in each step. In addition,
attacks are not necessarily directed toward specific targets. Viruses, worms, and spam
are examples of large-scale attacks directed at compromising as many systems as
possible.

| ntroduction

Today computer systemsare often inval uablefor business and personal uses. Computer
systems store valuable corporate and personal information while computer networks
provide convenient data access and processing services. They are naturally very
tempting targets, as shown by statistics that track the frequency and prevalence of
cybercrimes. For example, an CSI/FBI survey foundthat 71 percent of organizationshad
experienced at |east one attack in 2004, while the remai ning organizations did not know
the number of attacks (Gordon, 2005).
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The ease of carrying out electronic attacks adds to the temptation for attackers. It is
widely known that computer systemshavenumerousvulnerabilities, although not every
attack exploitsvulnerabilities(Hoglund & McGraw, 2004). Inthe second half of 2004, 54
new vulnerabilities per week were discovered on average, and 50 percent were serious
enoughto berated ashighly severe, meaning that exploitation of thevulnerability could
lead to complete compromise of asystem (Turner, 2005). Attackersare keenly aware of
new vulnerabilitiesbecauseit takestimefor organizationsto set up adequate protection.
New vulnerabilities are announced along with a software patch, but organizations are
sometimes slow to apply patches. In late 2004, exploit codes for new vulnerabilities
appeared on average only 6.4 days after the announcement of the vulnerability; in early
2004, it was 5.8 days. Organizations that are slow to patch are often vulnerable to new
exploits.

Attackers are also well aware that virtually all computers are interconnected by the
Internet or private networks. Moreover, mobile and handheld devices with Internet
connectivity have steadily grown in popularity. Networks make attacks easier to carry
out remotely and more difficult to track to their sources.

This chapter gives an overview of electronic attacks, organized according to the basic
steps of reconnaissance, gaining access, and cover-up. We focus here on network-
enabled attacks, but thisis not meant to imply that all electronic attacks are carried out
remotely. Direct physical attacks on computers are al so quite common but not covered
here. This chapter also describes large-scal e attacks such as viruses, worms, denial of
service, and spam. An understanding of attackers and their attack methods is a
prerequisiteto digital forensics, which isconcerned with the collection and analysis of
evidence of electronic crimes. This chapter serves as necessary background for other
chapters in this book that cover aspects of digital forensics in depth.

Types of Attackers and Motives

Asonemight expect, there are asmany different typesof attackersasthereare different
typesof attacks. Attackerscan becategorizedinanumber of different ways. For example,
attackersmay beeither internal or external, depending ontheir rel ationship to thetarget.
Inthe past five years, the fraction of attacks from inside have been roughly equal to the
fractionfrom outside (Gordon, 2005). I nsidersare worrisome because they havecertain
advantages such astrust and knowledge of the target organization that can increase the
chances of a successful attack. Moreover, insiders do not have to overcome perimeter
defenses designed for external attackers.

Attackers can also be viewed as amateurs or professionals. Many people probably
visualize an attacker asthe stereotypical maleteenage* hacker” perpetuated by the mass
media. While amateur hackers are undoubtedly responsible for asubstantial fraction of
viruses and worms and other vandalism, the involvement of professionals and perhaps
organized crime is suggested by the sophistication of attacks and number of attacks
apparently driven by profit motives (Swartz, 2004). Besides professional hackers, other
professionals involved in electronic attacks include national governments, military
agencies, and industrial spies.
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Figure 1. A taxonomy of attacks
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The motivations for electronic attacks depend on the attacker. Because there are many
different types of attackers, motivations can be almost anything ranging from fun and
fameto extortion, profit, espionage, revenge, or apolitical agenda(Shinder & Tittel, 2002).

The stereotypical teenage hacker isbelieved to be usually interested in gaining fame or
notoriety. On the other hand, organized crime and white collar attackers are more
interestedin profit. Attacksoriented towardsinvasion of privacy or theft of confidential
dataisagrowing trend, as evidenced by an escalation in spyware and phishing attacks
(described later in this chapter). Cyber attacks for political purposes have become a
growing concern since international attention has turned to terrorism.

Types of Attacks

A taxonomy of attacksisofferedin Figure 1. Atthehighest level, attacks can betargeted
against specific hosts, the network infrastructure, or indiscriminately at as many hosts
as possible. This chapter does not cover attacks against infrastructure; the interested
reader isreferredtotheliterature (Chakrabarti & Manimaran, 2002).

Attacks directed at specific hosts include sniffing, session hijacking, exploits of
vulnerabilities, password attacks, denial of service, and social engineering. Social
engineering can also be used in large-scal e indiscriminate attacks. Other large-scale
attacksinclude spam and malicious code (otherwise known as malware). Each of these
attack methods are described later in this chapter.
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Figure 2. Basic steps in attacks against specific targets
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Attack Phases

An attack to compromise a particular target is often carried out through a progression
of steps, analogousto the stepsof aphysical attack (Chirillo, 2002; McClure, Scambray,
& Kutz, 2001; Skoudis, 2002). Asshown in Figure 2, thefirst step isreconnaissance to
collectintelligencein preparation for attack. Knowledge of atarget and itsvulnerabilities
canbecritical tothesuccess of an attack. The second step i sgaining access, which could
have many different goals such as control, theft, or destruction. During and after the
attack, the attacker may take actionsto try to avoid detection, such as changing system
logs or installing arootkit. We elaborate on each step in the remainder of this chapter.

Reconnaissance

Inorder to preparefor asuccessful attack, it would be common sensetofirst try tolearn
as much as possible about the target. The reconnai ssance phase can reveal asurprising
amount of information such as account names, addresses, operating systems, and
perhaps even passwords. Moreover, most reconnai ssance techniques are not viewed as
maliciousor illegal, and can be carried out relatively safely. Reconnaissance activities
are so common that potential targets may not be alarmed.

Many different reconnaissance techniques are possible, and attackers do not follow a
unique sequence of steps. We outlinethree general steps subsequently to progressively
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discover moreinformation about apotential target. First, footprinting attemptsto learn
the location and nature of a potential target from public directories. Second, scanning
provides more detailed information about atarget by active probing.

Footprinting

Theinitial stepindiscovery isfootprinting (al so known asfingerprinting or enumeration)
with the primary objective of locating and learning the nature of potential targets. For
example, an attacker will want to know how many potential hostsareavailableand their
IP addresses.

An abundant amount of information is readily available on the Web in large public
databases. These databases can be interrogated by a number of utilities such as
nslookup, whais, or dig (Kloth.net, 2005). Many of these databases have easy-to-use
interfaces and do not require any advanced technical knowledge. In general, the
information gainedinfootprinting iscommon, easily found, and presentsavery low risk
to corporate, government, and military entities.

The whois databases contain data about the assignment of I nternet addresses, registra-
tion of domain names, and contact i nformation. Domain namessuch aswww.company.com
areregisteredthroughthelnternet Network Information Center (InterNIC), aconsortium
of several companiesandtheU.S. government (InterNIC, 2005). For agiven domain name,
the whois database can provide the registrant’ s name and address, domain servers, and
contact information.

The American Registry for Internet Numbers (ARIN) database provides information
about ownership of rangesof | Paddresses (ARIN, 2005). It allowslookup of contact and
registration information including IP addresses, autonomous system numbers, and
registered organizations in the Americas. European |P address assignments can be
discovered from Réseaux | P Euoropéens Network Coordination Centre (RIPE NCC).
Likewise, Asian |P address assignments are maintained by the Asia Pacific Network
Information Center (APNIC).

Another well-known and useful databaseisthe Domain Name System (DNS). DNSisa
hierarchy of serversused to associatedomain names, | Paddresses, and mail servers. For
example, it resolves adomain name such aswww.company.com to the | P address of the
corresponding server. The hierarchy extends from the root DNS servers down to DNS
serversfor individual organizationsand networks. These DNSserverscontaininforma-
tion about other low-level DNSserversand | P addresses of individual hosts (DNSstuff,
2005).

From adigital forensic perspective, examination of an attacker’ ssystem should ook for
evidence of artifacts on the hard drive that show the Web sites and information gained
during the footprinting process. Thisinformation is often found in the active cache or
asremnantson thedrive (Davis, Philipp, & Cowen, 2005).
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Active Scanning

Footprinting may be viewed as similar to looking up names and numbersin atelephone
book. To follow up, scanning isamore active step to |earn about potential targetsfrom
their responsesto various probes. There are many different waysto conduct scans, and
most of them are automated for convenience and speed.

During apostmortemdigital forensic examination of an attacker’ shost, itisimportant to
look for tools similar to those described below. Thiswill help an experienced examiner
understand the probable skill level of the attacker. This step increases in importance
when trying to understand the extent of apossible enterprise-wide compromise. Attack-
ersgenerally like using the same tools over again, and in this early stage the attacker is
likely to load some of these tools on other compromised hosts.

War Dialing

War dialing is an old and primitive method but still useful. Many organizations allow
remote users to access an enterprise network through dial-up modems, but they can be
misconfigured or overlooked by system administrators (Skoudis, 2002). War dialersare
simply automated machines for dialing a set of phone linesto find accessible modems.
A telephone number within an organization is usually easy to find through the Internet
or telephone books, then an attacker could dial a surrounding range of numbers to
discover phone lines with modems. Some war dialers include a nudging function that
sends a predefined string of charactersto amodem to see how it responds. The response
may reveal the lack of a password, the type of platform, and perhaps a remote access
program (such asthe popular pcAnywhere). Many popular war dialersexist, including:
Toneloc, THC Scan, Phone Tag, Rasusers, Microsoft’ s Hyper-Terminal, PhoneSweep,
Sandtrap, and Procomm Plus (Packet Storm, 2005).

Although war dialers have been in use for decades, they can still be effectivein attacks
whenamodemisnot properly secured. Obviously, modemswithout password protection
are completely vulnerable. Also, modems can be attacked by guessing the password. A
successful attack through an unsecure modem can lead to compromise of an entire
organization’s network, effectively bypassing firewalls and other sophisticated de-
fenses.

Ping Sweeps

Theinternet control message protocol (ICMP) isan essential part of theInternet protocol
to enable notification of troubles and other control functions. ICMP includes a very
useful utility called ping, typically usedto verify that aspecific hostisoperational (IETF
RFC 1739, 1994). Ping messagesconsist of apair of |CM P messages called Echo Request
and Echo Reply. A host that receivesan | CM P Echo Request message should reply with
an |ICMP Echo Reply.
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Ping isfrequently used by attackersto sweep or scan ablock of |P addresses for active
hosts. Many tools can easily perform a ping sweep. However, ping sweeps have two
drawbacks for attackers. Ping sweeps can be noticed and alert potential targets of an
imminent attack. Also, organizationswill sometimes block | CM P messages as a matter
of policy. To avoid this problem, TCP packets to well-known ports will also work. An
initial TCP SY N packet (used to request anew TCP connection) to atarget will prompt
aTCPSYN-ACK reply.

Network Mapping

Ping sweeps will reveal the addresses of active hosts but no information about their
networks. Tracerouteisawidely used utility for mapping anetwork topology (Stevens,
1994). It takes advantage of thetime-to-live (TTL) field in the | P packet header. When
anlPpacketissent,itsTTL fieldisset tothemaximumtimeallowedfor delivery; alimited
lifetime prevents | P packets from looping endlessly in the network. Each router decre-
ments the TTL field by the time spent by the packet in that router. Routers typically
forward packetsquickly and then must decrement the TTL val ue by the minimum unit of
one. The TTL field essentially ends up serving as ahop count. If the TTL field reaches
avalue of zero, arouter should discard the packet and send an ICMP Time Exceeded
message back to the source | P address in the discarded packet.

The traceroute utility sends out a sequence of UDP packets, starting witha TTL field
value of oneand incrementing the value by onefor each successive packet. When ICMP
TimeExceeded messagesarereturned, they reveal theaddressesof routersat incremental
distances. Similarly, ICMP messages could be used instead of UDP packets.

Port Scanning

Applications using TCP and UDP are assigned port numbers conveyed in the TCP and
UDP packet headers. The headers allow arange of 65,535 TCP and 65,535 UDP ports.
Certainport numbersare“well known” and pre-assigned to common protocols, aslisted

Table 1. Some well-known ports

Port Description
TCP 20 FTP data
TCP 21 FTP control
TCP 23 Telnet
TCP 25 Simple Mail Transfer Protocol
TCP 53 Domain Name System
TCP 80 HTTP
UDP 161 Simple Network Management Protocol
TCP 179 Border Gateway Protocol
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inTablel(IETFRFC 1700, 1994). For example, Web serverslistenfor HTTPrequestson
TCP port 80. The other ports may be used dynamically as needed.

An attacker isalmost alwaysinterested to discover which portsareopen (or servicesare
active) on apotential target. An open port meansthat thetarget will be receptive on that
port. Also, exploitsareoften targeted to thevulnerabilitiesof aspecific service. However,
probing every possible port manually would be very tedious. A port scanner is an
automated tool for sending probes to a set of specific portsin order to see which ports
are open.

The most widely used tool for port scanning is probably the open-source Nmap. Nmap
is perhaps the most capable port scanner, providing optionsfor many different types of
scans which vary in degree of stealthiness and ability to pass through firewalls. Other
popular tools include Foundstone’ s superscan, hping, and nemesis (Insecure, 2005).

Operating System Detection

An attacker may attempt to discover a target computer’s operating system because
specific vulnerabilities are known for different operating systems (and their different
versions). Eavesdropping on network traffic with asniffer can find clues about ahost’s
operating system (McClure, Scambray, & Kutz, 2001). Different operating systems
exhibit specific behavior in setting TTL valuesin | P packet headers and TCP window
sizes, for example. An active technique used by attackersis TCP stack fingerprinting
which can befound inthe popular Nmap tool. TCP stack fingerprinting takes advantage
of thefact that whilethe TCP protocol isstandardized intermsof itsthree-way connection
establishment handshake, the standards do not cover responses to various illegal
combinations of TCP flags. Operating systems can differ in their implementations of
responsesto illegal TCP packets. By probing for these differences with variousillegal
TCP packets, the operating system and even its particular version can be identified
(Fyodor, 2002). Oncean operating systemisidentified, an attacker could attempt exploits
targeted to vulnerabilities known for that operating system.

Versatile Scanning Tools

A large number of free and commercial scanning tools are available. Many of these are
used for legitimate purposesby system administratorsaswell tolearn about or verify the
configurations of hostson their enterprise networks. Welist hereanumber of toolsthat
appeal to attackers because they conveniently combine several of the mapping and
scanning functions mentioned earlier.

Sam Spade is a combination of useful reconnaissance tools with a Windows graphical
user interface (Sam Spade, 2005). Itsfunctionsincludeping, whois, IPblock whois(ARIN
database query), nslookup, traceroute, and a utility to verify e-mail addresses on a
specific mail server. A version of Sam Spadeisavailable asaWeb-based tool, as shown
inFigure3.
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Figure 3. Screenshot of Sam Spade
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Other examples of free scanning tools include CyberKit and Cheops (Cyberkit, 2005;
Cheops, 2005). Cheops is a popular, easy-to-use utility for network mapping that can
automatically draw out a network topology based on discovered hosts and distances.
A screenshot of the Cheops interface is shown in Figure 4. It can also discover active
services through port scanning and identifies operating systems by TCP stack finger-
printing.

Northwest Performance Software’ sNetScanT ool sProisan exampleof acommercial tool.
It includes ping, port scans, traceroute, netscanner (ping sweep), custom |CM P packet
generation, whois, nslookup, | P packet capturing, e-mail address validation, and oper-
ating system identification. It uses an unusual method for operating system identifica-
tion based on observing responses to four types of ICMP messages and variations of
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Figure 5. Screenshot of Nmap
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them. WildPackets' iNetToolsisanother commercial tool providing many of the func-
tions as other scanners.

Nmap wasalready mentioned earlier asaport scanner but itismorethan asimplescanner.
A screenshot of Nmap isshown in Figure 5. Other interesting optionsin Nmap include:
scanning for RPC (remote procedure calls) serviceson atarget machine; sending decoy
scans with fake source addresses; sending scans with different timing optionsto avoid
detection; and identifying acomputer’ s operating system viaTCP stack fingerprinting.

Vulnerability Scanning

Active scanning isinvaluable to an attacker for learning awide variety of information
about a potential target, such as host addresses, network topology, open ports, and
operating systems. The next basic step in reconnaissance is to scan for specific
vulnerabilitiesthat might be exploitablefor an attack. Although one could manually scan
each host for vulnerabilities, this method is not practical. Automated vulnerability
scanners are readily available and often used by system administrators to evaluate the
security of their internal network.

Attackers’ toolkits have grown in sophistication over the years to the point that many
functionsarecombinedinthetools. For example, many tool sperform active scanning and
vulnerability scanning. Scannerseval uate several typesof vulnerabilities, searching for
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oneof threegeneral systemweaknessesthat includefaulty operating system code, faulty
application code, or faulty configurations.

SystemVulnerabilities

New vulnerabilitiesin operating systemsare being discovered constantly (Koziol et al .,
2004). The most critical vulnerabilities are often published by vendors along with a
software patch. In practice, organizations find it hard to dedicate the time and effort
needed to keep up regularly with security bulletins and patches. The time between the
publication of a security vulnerability and the installation of patches leaves a window
of opportunity for attackersto exploit that vulnerability. A Symantec report estimated
that the averagetimebetween publication of avul nerability and appearance of an exploit
for that vulnerability is less than a week (Turner, 2005). Consequently, organizations
should keep up with patching diligently.

ApplicationVulnerabilities

Vulnerabilities are found in applications as well as operating systems (Hoglund &
McGraw, 2004). Applications introduce new risks to hardened operating systems by
opening up new ports, installing new services, and otherwise spawning privileged
processes that are sometimes faulty and susceptible to hijacking or buffer overflows.
Commonly targeted applicationsinclude Web browsers and desktop applications such
as Microsoft Word and Excel, which are capable of running downloaded code. A Web
browser, for example, can be made to execute Javascript from an untrusted server that
could make the client download and execute amalicious program.

MisconfigurationErrors

Network equipment requiressignificant technical expertiseto configure properly. Incor-
rect configuration settings due to ignorance or accident can defeat any security offered
by networking equipment. An example is a misconfigured firewall that could be too
permissivein allowing incoming packets.

Additionally, many operating systems and service applications ship with default ac-
counts and passwords (which are easy to find on the Web). These are intended to help
ease the installation process, or simplify troubleshooting in case of lost passwords.
Default passwords shoul d be changed but can be overlooked or ignored. Attackersoften
look for the existence of default configurations because they offer an easy way to
compromise asystem.
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Vulnerability Scanners

Most vulnerability scannersoperatebasically inasimilar way (Skoudis, 2002). First, they
try to search for active hosts within a given address range using ping or similar utility.
Next, they run a basic set of scans to discover open ports and active services running
on the hosts. Based on this information, they proceed to more customized probes to
identify vulnerabilities. Inthefinal step, they generate output intheform of areport. Some
vulnerability scannersinclude afunction for network mapping as well.

SATAN (Security Administrator’s Tool for Analyzing Networks) was an early well-
known vulnerability scanner developed in 1995. SATAN hastwo modern descendents,
the open-source SARA (Security Auditor’s Research Assistant) and the commercial
SAINT (Security Administrator’ sintegrated Network Tool). SARA enhancesSATAN's
security engineand program architecturewith animproved user interfaceand up-to-date
vulnerability tests. SARA can discover information about hosts by examining various
network services (ARC, 2005). It can also find potential security flaws, such as
misconfigured network services, well-known system vulnerabilities, or poorly chosen
policies. It can generate a report of these results or execute a rule-based program to
investigate any potential security problems.

Nessus is a popular open-source vulnerability scanner (Nessus, 2005). It worksin a
client-server architecture, wherethe client and server may run onthe samemachine. The
client consists of atool for user configuration and a tool for recording and reporting
results. The server consists of avulnerability database, a knowledge base to keep track
of the current scan, and ascanning engine. Nmap isincluded asthebuilt-in port scanning
tool. Thevulnerability databaseis designed to be modular intheform of plug-ins. Each
plug-inisdesigned to check for aspecific vulnerability. Nessus containsover 500 plug-
ins, and the user community continually contributesnew ones. Vulnerabilitiesarerated
and classified into categories such as finger abuses, Windows-related vulnerabilities,
backdoors, CGI (common gateway interface) abuses, RPC vulnerabilities, firewall
misconfigurations, remoteroot access, FTP, and SMTP (mail server vulnerabilities).

Commercial vulnerability scanners include TigerTools' TigerSuite Pro, McAfee's
CyberCop ASaP, I SS'sInternet Scanner, eEyeDigital Security’ sRetinaNetwork Security
Scanner, and Cisco Systems' Secure Scanner.

Gaining A ccess

The attack phase to gain access to a target can take many different forms and serve
different purposes, such as stealing confidential data, tampering with data, compromis-
ingtheavailability of aresource, or obtaining unauthorized accessto asystem. Asshown
previously inthetaxonomy in Figure 1, attacks may beviewedinthreebroad categories:
focused attacksdirected at specifictargets, |large-scal eattacksaimedindiscriminatel y at
as many targets as possible, or attacks directed at the network infrastructure. The first
two attack types are covered in this section. Quite often, large-scale indiscriminate
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attacks have the side effect of widespread disruption of networked systems, evenif that
isnot the real intent.

The major types of attack covered here include sniffing, session hijacking, password
attacks, exploits, social engineering attacks, Trojan horses, spywareand adware, viruses
and worms, spam, and denial-of -service (DoS) attacks. Thislist iscertainly not exhaus-
tive, but intended to highlight the most common attack types seen today and most likely
to beencountered inthenear future. It should be noted that the taxonomy does not imply
that methods are mutually exclusive; in fact, attack methods are often combined. For
example, wormscan simultaneously spread by social engineering and exploits, and carry
out denial of service.

Sniffing

Sniffing isapassive attack that attemptsto compromise the confidentiality of informa-
tion. It might be considered part of reconnaissance (e.g., sniffing to learn passwords)
prefacing an attack but can just as well be argued to be an attack to gain access to
information. Snifferstraditional ly used by network administratorsfor traffic monitoring
and LAN troubleshooting have also been one of the most commonly used attack tools
overtheyears. OnaLAN, every host seesall of thetraffic broadcast onthe LAN medium,
but normally ignorethe packetsthat are addressed to other hosts. A sniffer program puts
the network interface of ahost into promiscuous modeto captureall packets seen onthe
LAN medium. Thus, the sniffer can eavesdrop on everything transmitted on the LAN
including user names, passwords, DNS queries, e-mail messages, and all types of
personal data.

Many free and commercial sniffersare available, including tcpdump, windump, Snort,
Ethereal, Sniffit, and dsniff (Tcpdump, 2005; Snort, 2005; Ethereal, 2005; Dsniff, 2005).

Session Hijacking

Session hijacking gained national attentionfrom KevinMitnick’ salleged 1994 attack on
Tsutomu Shimomura’' scomputer (Shimomura& Markoff, 1996). Session hijackingisa
combination of sniffing and address spoofing that enables the compromise of auser’s
remote login session, thus providing an attacker unauthorized accessto amachine with
the privileges of the legitimate user. Address spoofing is sending a packet with afake
source address. Thisis quite simple because the sender of an |P packet writesin the IP
source addressin the packet header. Address spoofing enabl es attackers to masquerade
as another person.

If auser iscurrently engaged in aninteractivelogin session (e.g., through telnet, rlogin,
FTP), asession hijacking tool allows an attacker to steal the session. When most hijack
victims see their login session disappear, they usually just assume that the cause is
network trouble and try to login again, unaware of the hijacking attack.

Popular session hijacking toolsinclude Juggernaut and Hunt (Hunt, 2005). Thehijacking
attack begins with the attacker sniffing packets of an interactive session between two

Copyright © 2006, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



14 Chen & Davis

hosts, carefully noting the TCP sequence numbers of all packets. To hijack the session,
the attacker injects packets with a source address spoofing one of the hosts. The proper
TCP sequence numbers must be used for the attack to work, because the receiving host
must be convinced to accept the faked packets from the attacker.

Password Attacks

Password attacks attempt to gain access to a host or service with the privileges of a
current user. Passwords continue to be very frequently used for access control despite
their major weakness: if apasswordisguessed or stolen, an attacker could gain complete
access. The most well-protected systems could be compromised by a single weak
password. Understandably, many attacks are often directed at guessing or bypassing
passwords.

Easy passwordsto guess arethe default passwordsinstalled by many operating systems
and service applications. For example, 3Com routers ship with Admin access with no
password; Cisco CiscoWorks 2000 includes an admin account with password ‘ cisco’
(Phenoelit, 2005). Extensivelists of default accountsand passwordsare not hard to find
by searching on the Web, and they are sometimes overlooked or ignored by system
administrators.

Themost powerful password attacks, called password cracking, can be performed if the
attacker can obtain the password file (Shimonski, 2002). Computer systems store alist
of user accounts and passwords in a password file, but the information is encrypted or
hashed for protection against attackers. If an attacker can obtain the password file, the
attacker has the advantage of time (translating into more CPU cycles) to crack the
passwords by brute force (i.e., attempting all possible combinations of characters).

Brute-force password guessing can be very time consuming but is often not necessary.
The natural human instinct is to choose passwords based on common words or names.
A dictionary attack takesadvantage of thistendency by guessing aset of commonwords
and names. However, modern computer systems are usually programmed with policies
to prevent users from choosing easily guessable passwords. Hence, the chance of
guessing simple passwords is not as likely today as in the past.

More sophisticated hybrid password guessing tools combine dictionary attacks with
limited brute-force attacks. They begin with guesses of common words but then
methodically add charactersto wordsto form new guesses. A few exampl esof password
cracking tools include John the Ripper, Cain and Abel, Crack, Lincrack, LOphtcrack,
Nutcracker, PalmCrack, and RainbowCrack (Password Crackers, 2005).

Exploits

Asmentioned earlier, new vulnerabilitiesin operating systemsand application software
arebeing discovered constantly. A vulnerability isadescription of asecurity holewhich
isnot dangerousper se. However, given knowledge of avulnerability and sufficient time,
attackerswill writean exploit totakeadvantage of that vulnerability (Hoglund & McGraw,
2004). The danger arises when the exploit appears and is shared among attackers.
Vulnerabilitiesareassociated with different level sof seriousness, wherethemost critical
vulnerabilitiescan potentially lead to expl oitsthat compl etely compromise atarget host.
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A vendor usually has knowledge of avulnerability but withholds the information from
thepublicatlargeuntil thereisafix for theproblem. Thenvulnerabilitiesareannounced
at the sametimeasapatch for fixing the vulnerability. Unfortunately, patchestaketime
to download and apply, particularly for large organizations with many computers. For
practical reasons, organizationsand individual s can have ahard time keeping up to date
with patches. If an organization is slow to patch however, it can be exposed to new
exploits.

SANSmaintainsa“top20” list of themost critical I nternet security vulnerabilities(SANS,
2005). A buffer overflow vulnerability isone of the most commonly sought by attackers
to exploit. Buffer overflow attacks are used particularly often by worms. This type of
exploit is appealing to attackers because many applications and operating systems do
not perform proper bounds checking and are thus vulnerable to a buffer overflow.
Moreover, asuccessful buffer overflow attack could lead to complete control of atarget
host.

A well-known example is a stack-based buffer overflow attack, popularly known as
“smashing the stack” (AlephOne, 1996). During afunction call, various pieces of data
are pushed onto the program stack: function-call arguments, return pointer, frame
pointer, andlocal variables. Thisisillustrated in Figure6(a). Normally, at theend of the
function call, the pieces of data are popped off the stack, and the return pointer is used
to resume execution of the main program. A stack-based buffer overflow depends on
inputting moredatathan expectedintothelocal variables. Theexcessdataiswritteninto
theallocated buffer space and then overwritten onto the frame pointer and return pointer,

Figure 6. Buffer overflow attack.

Local variables Overlong data Malicious code |

Frame pointer Re_turn

pointer
Return pointer
¥
Function call Function call Function call
arguments arguments arguments
(a) (b) (c)

(a) Data pushed onto stack in normal function call. (b) Data overflows allocated space
and overwrites return pointer in buffer overflow attack. (¢) Return pointer now points
back into stack, causing the malicious code to execute.
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as shown in Figure 6(b). If the excess data can be crafted carefully enough, the
overwritten return pointer can be madeto point back into the stack somewhereinthedata
input by the attacker, as shown in Figure 6(c). Hence, when the main program resumes
execution, the attacker’ s data (malicious code) will be run.

Obviously, a buffer overflow attack requires careful coding and significant technical
knowledge about the target processor architecture. Hence, buffer overflow attacks are
not easy to write from scratch. However, pre-written exploits are often shared among
attackers and can be used without requiring a great deal of technical knowledge.

Social Engineering

Social engineering attackstake advantage of human interaction; social skillsare usedto
trick the victim into a compromising action, such asrevealing personal information or
opening an infected e-mail message. Social engineering can be combined with many of
the other attack methods to compromise security for just about any purpose. Although
social engineering attacks are simple and low tech, they can be surprisingly effectiveif
executed well.

In the past, the telephone was a favorite avenue for social engineering attacks. Today,
many social engineering attacks are carried out through e-mail, due to the low risk and
low cost of masse-mailing. Also, e-mail worksacrossdifferent computing platformsand
varioustypesof devices. E-mail becamethe preferred medium after the success demon-
strated by mass e-mailing viruses, such as the 2000 Love Letter and 2001 Anna
Kournikova viruses. E-mail viruses typically offer a provocative reason to entice the
recipient into opening an e-mail attachment, which results in a virus infection. More
recently, e-mails might pretend to be security bulletins, bounced e-mail, notifications
from an ISP or system administrator, or other official-looking messages.

Recently, atype of social engineering attack called phishing has escalated infrequency.
Phishing attacks begin with e-mail seemingly from areputable credit card company or
financial institution that requests account information, often suggesting that thereisa
problem with an account or atransaction. These e-mails are carefully crafted to appear
official and oftenincludestolen corporategraphics. Thee-mailstypically includealink
directing the victim to a Web site that appears to be genuine, but is actually fake. The
purposeof thefake Web siteisto captureany account or personal i nformation submitted
by thevictimor download maliciouscodeto thevictim host. The Anti-Phishing Working
Group counted 3,326 active phishing Web sitesin May 2005, comparedto 1,518 sitesin
November 2004 (Anti-Phishing Working Group, 2005).

Trojan Horses

Trojan horses are defined as malicious software that appear to be benign (analogousto
the Greek wooden horseinthe Trojan War) (Grimes, 2001). The purpose of the disguise
isto entice auser into installing and executing the program. If executed, Trojan horses
are capable of doing anything that other programs can do, running with the privileges
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of theassociated user. Trojan horses can be combined with many of theother attack types
(such as social engineering) to compromise security for just about any purpose.

In common usage, theterm Trojan horsesinclude sometypes of stealthy malicious code
which attempt to hidetheir existenceon avictim host. These Trojan horsesaredistributed
by any number of stealthy ways including virus and worm payloads, peer-to-peer file
sharing, and Web site downloads. Victims are often unaware of their installation.

Themost worrisome Trojan horse may be backdoor programs, sometimescalled remote
access Trojans (RATSs) because backdoors allow an attacker to remotely access a
victim’ smachine (Grimes, 2002). Backdoorscircumvent theusual accesscontrol security
(e.g., loginwith password). Many backdoor Trojans are known and some are promoted
for legitimate administrative uses, including Sub7, Back Orifice 2000, and VNC (Sub7,
2005; BO2K, 2005; Real VNC, 2005).

Adware and Spyware

Adware is software to monitor and profile a user’s online behavior, typically for the
purposes of targeted marketing. Adware is often installed at the same time as other
software programs without the user’ s knowledge. Even when the user is alerted to the
presence of theadware (often buried in theignored licensing agreement), adware can be
an attack on the privacy of the user when information about the user is communicated
back toamarketing organization. Adwareisprimarily an annoyance, sometimes causing
pop-up marketing windows during Web surfing.

A moreseriousand growing concernisanother type of softwarethat profilesandrecords
auser’s activities, called spyware. A Webroot report estimated that 88 percent of PCs
were infected by spyware and 89,806 Web pages contained spyware for possible
download duringthefirst quarter of 2005 (Webroot, 2005). Similar to adware, spywarecan
sometimesbeinstalled with auser’ sor system administrator’ sknowledge. For example,
commercial versions of spyware are sold as means to monitor and regulate the online
actions of children or an organization’s employees. Often though, spyware can be
installed stealthily onamachineasaTrojan horseor aspart of avirusor worminfection.
Spyware can record keystrokes (also known as keystroke loggers), Websites visited,
passwords, screenshots, and virtually anything done on a computer. After capturing
data, spyware can communicate the stolen data by various channels (e.g., e-mail, FTP,
upload to the Web, or Internet Relay Chat) to an attacker. Spyware, like adware, is an
attack on user privacy, but spywareisalso morelikely to compromise confidential data
for identity theft.

Viruses and Worms

Viruses and worms are software designed for self-replication (Grimes, 2001; Harley,
Slade, & Gattiker, 2001). Whilethereisacertai n disagreement among definitions, viruses
are commonly considered to be snippets of program code that replicate by modifying
(infecting) anormal program or filewith acopy of itself. They are not complete (stand-
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alone) programsthemsel ves but depend on execution of theinfected program. When the
host program or fileisexecuted, thevirus codeisexecuted and takesover control to copy
itself to other files. Usually human action is needed to execute the host program, so
viruses are sometimes said to require human action to replicate (Webopedia, 2005).

In contrast, worms are stand-alone programs that replicate by spreading copies of
themselvesto other systemsthrough anetwork. Worms have become more predominant
than viruses in the past few years due to the growth of computer networks. Today,
virtually all computers are connected to private networks or the Internet, which is an
environment naturally friendly to worms. In particular, the widespread popularity of e-
mail hasmadeit easier for wormsto spread acrossdifferent computing platforms. E-mail
continues to be the most popular vector for worm propagation.

Viruses have evolved in their complexity over the years, often in response to counter-
measures put in place by anti-virus vendors. Thefirst viruses often simply added their
codeto either thebeginning or theend of thehost file. In order to evade simpledetection,
viruses|ater began to interspersetheir code throughout the host file. Another technique
that viruses have adopted to evade detection is to encrypt their code within each host
fileinstance, thus making it more difficult for a signature of the virusto be devel oped.
When anti-virus programs began keying on the decryption algorithm as the signature,
viruses became polymorphic, changing their decryption algorithm with each copy
(Nachenberg, 1996). Taking it onestep further, someviruses have become metamorphic,
in other words, they change their logic (not just the decryption algorithm) with each
infectioninstance(Szor, 2005).

Network-enabled wormshavenot had to evolveinthe sameway asfil e-infecting viruses.
Functionally, aworm program must carry out afew specific stepsto spread to another
target after infection of avictim host.

First, analgorithm chooses candidatesfor the next targets. Thesimplest algorithm, which
isused by quiteafew worms, isto choose an | P address (32-bit number) at random. This
is not efficient because the | P address space is not populated uniformly. More sophis-
ticated target selection algorithms choose addresses within the same networks as the
victim becauselocal networkshave shorter propagation delaysto allow faster spreading.
Other target selection algorithms may choose targetsdiscovered from avictim’se-mail
address book, mail server, DNS server, or countless other ways.

Second, some worms will perform scanning of selected targets. Scanning prompts
responses from the potential targets that indicate whether the worm’s programmed
exploits can be successful. This process identifies suitable targets among the selected
candidates.

Thethird stepisthe actual exploit or attack to compromise asuitabletarget. A common
attack isto send e-mail to thetarget, usually carrying an infected attachment that hasto
be executed. M ore sophisticated e-mail worms are activated when their messageisjust
previewed or read. Other wormsmight attack viafilesharing, password guessing, or any
number of exploaits. Itisalsocommon for wormsto combine multipleexploitstoincrease
the likelihood of success and rate of spreading.

Thefourth step after successfully gaining accessisto transfer acopy of thewormtothe
target. Depending ontheexploit, acopy of theworm might have been transferred during
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theexploit (e.g., by e-mail). However, someexploitsonly create ameansof access, such
asabackdoor or shell. Theworm takesadvantage of theaccessto transfer acopy of itself
viaany number of protocolsincluding FTP, TFTP, or HTTP.

Anoptional last step isexecution of theworm’ s payload, if thereisone. The payloadis
the part of the worm'’s program that is directed at an infected victim and not related to
its propagation. The payload could be virtually anything, and not necessarily destruc-
tive. In recent cases, payloads have included: opening backdoors and thus allowing
remote access, installing spyware, downloading worm code updates from the I nternet,
or disabling anti-virus software.

Spam

Spam, the e-mail equivalent of unsolicited junk mail, has been agrowing problem over
the past few years. The volume of spam has been estimated as 60 percent of all e-mail
traffic during thesecond half of 2004 (Turner, 2005). E-mail addressesare harvested from
the Internet or generated randomly. They typically advertise a product, service, or
investment scheme (which may well turn out to be fraudulent). E-mail is appealing
because spammers can send enormousvolumes of e-mail at much lower cost than postal
mail. The necessary equipment is modest: a PC, software, and an Internet connection.
Even if the response rateis very small, a sizable profit can be made easily.

Atthevery least, spam wastes network resources (bandwidth, memory, server process-
ing) and necessitatesspamfiltering at | SPsand organizations. It al so wastesthevaluable
time of users and system administrators. The seriousness of the problem has steadily
grown as the volume of spam has escalated.

A growing concern with spam is evidence of collaboration between spammers, virus/
worm writers, and organized crime. A substantial number of worms have been used as
a delivery vehicle for Trojan horses that set up “bot networks.” Bots are stealthy
programsthat listen for instructionsfrom aremote attacker or allow backdoor access. A
bot net is formed by a number of bots under coordinated control. Bot nets as large as
50,000 hosts have been observed (Honeynet Project, 2005). Bot nets are being used for
distributed DoS attacks or spamming. Moreover, spam is increasingly being used for
phishing (asdescribed earlier). Phishing attacksattempting identity theft withincreasing
sophistication suggests the involvement of organized crime.

Denial of Service

M ost peopletend to think of denial of service (DoS) attacksasflooding, but at |east four
types of DoS attacks can be identified:

i starvation of resources (e.g., CPU cycles, memory) on a particular machine;

i causing failure of applications or operating systemsto handle exceptional condi-
tions, due to programming flaws;
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i attacks on routing and DNS;

i blocking of network access by consuming bandwidth with flooding traffic.

Therearenumerousexamplesof DoSattacks. A “land attack” isan exampl e of starvation.
Onvulnerable machineswith WindowsNT before service pack 4, theland attack would
cause the machineto loop, endlessly consuming CPU cycles. The “ping of death” isan
| CM P Echo Request message exceedi ng the maximum allowabl e length of 65,536 bytes.
It caused earlier operating systemsto crash or freeze (that programming flaw has been
remedied in later operating systems).

The" Smurf” attack isan exampleof anindirect flooding attack, wherethe|CM P protocol
is abused to cause many response packetsto be sent to avictim machinein response to
a broadcast packet. It isindirect because the real attacker’s address is not seen in any
packets. It isalso interesting as an example of amplification: asingle attacker’ s packet
is multiplied into many packets by the recipients of the broadcast.

Themost harmful flooding attackstake advantage of amplification through adistributed
DoSnetwork (Dittrich, 2004). A famousdistributed DoSattack occurredin February 2000
taking down several Websitesincluding Y ahoo, eBay, €* Trade, and othersfor 1-3 hours
(Harrison, 2000). Exampl esof automated distributed DoStool sinclude Trin00, TFN (tribe
flood network), TFN2K, and Stacheldraht. In addition, viruses and worms have been
known to infect victims with DoS agents.

Distributed DoS attacks generally proceed in two phases. The first phase is stealthy
preparation of the DD oS network. The attacker attemptsto compromise alarge number
of computers, often home PCs with a broadband connection, by installing a DoS agent
(i.e., aTrojan horse). Distributed DoS tools such as Trin00 and TFN set up atwo-level
network. A small fraction of compromised machinesaredesignated as“ masters,” waiting
for commandsfromtheattacker. Theremainder of compromised machinesare* daemons’
waiting for commands from masters. The daemons carry out the actual flooding attack
to a specified target.

Covering Up

Cover-up is the last basic step in an attack. During reconnaissance or an attack, an
attacker would naturally prefer to avoid detection, which couldtrigger defensiveactions.
The problem is evasion of intrusion detection systems (IDSs) which are designed to
catch attacks.

After asuccessful attack gaining access or control of atarget, an attacker would like to
hide evidence of the attack for the same reasons. Detection of acompromisewould lead
todefensiveactionsto defeat theattack, tracetheattack back totheattacker, andincrease
defenses against future attacks.
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Evading Intrusion Detection Systems

IDSsaredesignedtoalert system administratorsabout any signsof suspiciousactivities.
They areanalogousin concept to burglar alarms, designed to react agai nst i ntruderswho
areableto penetrate preventive defenses (e.g., firewalls). Network-based | D Ss monitor
the network traffic and might be implemented in a stand-alone device or integrated in
firewallsor routers. Host-based | D Ssare processesthat run on hostsand monitor system
activities. IDSs are now commonly used by organizations. Naturally, an intelligent
attacker would want to avoid detection by IDSs.

Without special precautions, an attacker could be easily detected by an IDS during
reconnai ssance because scanning toolsare noisy. A port scan might involve thousands
of packets, while avulnerability scan could involve hundreds of thousands of packets.
These scans would have a noticeable impact on normal traffic patterns in a network.
Moreover, these scans are exactly the signs that IDSs are designed to look for.

Most commercial |DSs attempt to match observed traffic against a database of attack
signatures. This approach is called misuse or signature-based detection. Hence, an
attacker could try to evade a signature match by changing the packets or traffic pattern
of an attack. One approach to changing the appearance of an attack isto take advantage
of IPfragmentation. An IDS must be able to reassembl e fragmentsin order to detect an
attack. An1DSwithout the capability for fragment reassembly could beevaded by simply
fragmenting the attack packets. An IDS might also be overwhelmed by a flood of
fragments or unusual fragmentation.

IDS evasion is also possible at the application layer. For example, an IDS may have a
signaturefor attacksagainst knownweak CGI scriptsonaWeb server. An attacker could
try to evade this signature by sending an HTTP request for a CGlI script, but the HTTP
request is carefully modified to not match the signature but still run on the Web server.

Another strategy for evading detection by IDSsisto simply overload them with common,
unimportant events to mask the actual attack. “Flying under the radar” of an IDS is
somewhat easy to do when thousands of meaningless port scans and ping sweeps are
filling the operators' consoles and logs, while a more sophisticated attack is executed.

M odifying L ogs

Covering up evidence after an attack is particularly important if an attacker wants to
maintain control of the victims. One of the obvious necessitiesisto change the system
logsonthevictim computers. Unix machineskeep arunning systemlog about all system
activities, which can be viewed by system administrators to detect signs of intrusions.
Likewise, Windows NT/2000/XP systems maintain event logs including logins, file
changes, communications, and so on.

An attacker needsto gain sufficient access privileges, such as root or administrator, to
change the log files. It is unwise for attackers to simply delete the logs because their
absence would be noticed by system administrators searching for unusual signs.
Instead, a sophisticated attacker will try to carefully edit system logs to selectively

Copyright © 2006, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



22 Chen & Davis

remove suspicious events, such as failed login attempts, error conditions, and file
accesses.

Rootkits

Rootkits are known to be one of the most dangerous means for attackersto cover their
tracks(Hoglund & Butler, 2005). Rootkitsare obviously named for theroot account which
is the most prized target on Unix systems because the root user has complete system
access. If an attacker has gained root access, it is possible to install arootkit designed
to hide signs of a compromise by selectively changing key system components. The
rootkit cannot be detected as an additional application or process: it is achangeto the
operating system itself. For example, Unix systemsinclude aprogram ifconfig that can
show the status of network interfaces, including interfaces in promiscuous mode (or a
sniffer). A rootkit could modify ifconfig to never reveal promiscuousinterfaces, effec-
tively hiding the presence of asniffer. Another programfindisnormally useful tolocate
filesand directories. A rootkit could modify find to hide an attacker’ sfiles.

Kernel-level rootkitshaveevolved from traditional rootkits (Wichmann, 2002). I n most
operating systems, the kernel is the fundamental core that controls processes, system
memory, disk access, and other essential system operations. Asthetermimplies, kernel-
level rootkitsinvolve modification of thekernel itself. The deceptionisembedded at the
deepest level of the system, such that no programs or utilities can be trusted any more.
Kernel-level rootkits might well beimpossibleto discover.

Covert Channels

Although logs and operating systems can be modified to escape detection, the presence
of asystem compromise might be given away by communications. For example, system
administrators might recognizethe packetsfrom an attacker trying to access abackdoor
through aparticular port. Clearly, an attacker would prefer to hide hiscommunications
through covert channels.

Tunneling isacommon method used to hide communications. Tunneling simply means
onepacket encapsul ated inthe payload of another packet. The outer packetisthevehicle
for delivery through anetwork; thereceiver hasto simply extract theinner packet which
is carried through the network unchanged. The outer packet is usually IP for routing
through the Internet. Also, ICM P messages and HTTP messages have been used. Since
theinner packet has no effect on network routing, any type of packet can be carried by
tunneling.
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Conclusions
and Future Trends

Computer systems are common targetsfor awide range of electronic attacks. Instead of
an exhaustive catal og, thischapter hasattempted aquick tour of the most pressing types
of attacksin preparation for later chapters with more details.

An understanding of attacks is a necessary prerequisite to designing proper digital
forensic methodsto collect and analyze evidence of attacks. Clearly, analysisof evidence
tolook for an attack can not be done properly without knowing the attack behavior. We
have seen that attacks can be viewed as a sequence of phases proceeding from
reconnaissance to access to coverup. Each step could leave digital evidence for crime
investigators. Signsof reconnaissance could include existence of toolsfor scanning and
network mapping. Attack tools such as session hijacking tools or sniffers would be
obviousimplications of crime. Evidence of coverup could include changed system logs
or signs of arootkit.

Predictions about the future of cyber attacks are difficult due to the unpredictability of
cyber criminals. The perpetual struggle between cyber criminals and law enforcement
means that both sides continually attempt to adapt. One side continually invents new
types of attacks and attack tools, while the other side has historically followed.
Extrapolating current trends, we might predict:

i attackswill increase in sophistication and coordination, out of necessity to evade
more sophisticate |law enforcement;

i attacks designed for profit and identity theft will increase;
i social engineering attackswill continuethrough e-mail, givenitscurrent success,

i spam volume will continue to increase, unless measures are taken to change the
profitability for spammers;

i maliciouscode (viruses, worms, Trojan horses) hasbeen the single most preval ent
attack found in the CSI/FBI surveys over the last five years and will continue to
be the most prevalent attack;

i malicious code will increasein new vectors such asinstant messaging and mobile
handheld devices (such as cell phones) ;

i attackers will seek to construct more and bigger bot nets.

Increasing sophistication of attacksimpliesthat digital forensicswill have proportion-
ately greater importanceininvestigating, diagnosing, and analyzing cyber crimes. Digital
forensic techniques will be challenged by attackers who will have access to more and
better attack tools. These attackers will be capable of effective remote exploits and
evasion of detection. Cyber crimeinvestigatorswill need better knowledge of attacksand
better forensic tools for collecting and analyzing electronic evidence.
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Appendix: Acronyms

APNIC AsiaPacific Network Information Center
ARIN  American Registry for Internet Numbers
CGl Common Gateway Interface

DNS  DomainNameSystem

DoS  Denial of Service

FTP FileTransfer Protocol

HTTP Hypertext Transfer Protocol

ICMP Internet Control Message Protocol

IDS Intrusion Detection System

InterNIC Internet Network Information Center
IP Internet Protocol

ISP Internet Service Provider

LAN  Local AreaNetwork

RAT  Remote Access Trojan

RIPENCC Réseaux | P Euoropéens Network Coordination Centre
SAINT Security Administrator’s I ntegrated Network Tool
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SARA Security Auditor’s Research Assistant

SATAN Security Administrator’s Tool for Analyzing Networks
TCP  Transmission Control Protocol

TFN  TribeFlood Network

TTL TimetoLive

UDP  User Datagram Protocol
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